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1. IsTRODUCTION

Hypercubes of strength *d™* were defined by Rao (1946). Later Rao (1047)
extended the definition of hypereubes of strength d to cover u wider clny of arrays
called orthogunal arrays.  Rao (1946) has shown how these hypereubes may be used in
tho construction of a system of confounded designs which accommodates maximum
number of factors and preserves main effects and interactions up to the order (d—1)
provided a hypercube of strength “d" exists in the caso of a symmetrical fuctorial
experiment. It has also been shown thero that hypercubes of strength 2 supply
balanced confounded designs for asymmetrical factorial experiments defined by Nair
and Rao (1941, 1942a, 1942b) and later (Nair and Rao, 1948) treated in detail by the
same authors.

Dlackett and Burman (1946) constructed a class of designs called multi-
factorial designs which accommedate maximum number of factors and preserve only
the main effects.

Rao (1047) has shown how orthogonal arrays of strength d may bo made to
yield multifactorisl designs which will allow estimation of mnin cffects and interne-
tions of order upto & (d > &) when higher order interactions aro absent. Me has
also used orthogonal arrays in the construction of block designs for symmetrical fac-
torial experiments involving only a sub-set of treatment combinations and preserving
main effects and interaction up to a given order, when higher order interactions aro
absent.

The existence of block designs allows construction of fractional replication
in the case of symmetrical fetorial experiments. The method of actual construction
of fractional replicates using orthogonal arrays hns boeen treated fully by Rao (1930).

In this paper, the problem of construction of arrangements of fractional re-
plication in asymmetrical factorial designs has been considered. It has been shown
that orthogonsal arrays may be uscd to obtain fractional replieations in somo of tho
important asymmetrical factorial experiments which find ready application in actual
ficlds of research liko industrial experimentati Theso fractional repli designs
lead to a considerable saving in the number of experiments to be conducted or
observations to be made. Method of construction of theso designs are flexible to
a certain extent to suit the necds of the varying nature of experimental enquiries.
Experimental situations which have actually oceurred in practico in tho fields of
industrial experi ion aro idered. A list of uscful designs has been supplivd.

43



Yot 17) SANKHYA : THE INDIAN JOURNAL OF STATISTICS [ Parr 2

A new clnes of arrays called partinily balanced arrays has been defined.
Tho combinatorial problem and aualysis of designy derived from theso partially ba-
lanced nrrays aro given. These designs econamise considerably the amount of experi-
mental materinl to bo used in the experiment, These will be found useful in thoso
situations whero tho most economio design does not exist,

2, ORTHOGONAL ARRAYS AND FRACTIONAL REFLICATION
Let A bo & matrix with m rows and N columns, elements of tho matrix being

1. 1f amongst tho N columns of any of ('::) d-row aub-

the integers 0, 1, 2,...,
mntrices from A, all & d-tuples occur equal number of times, say.A times, then A is
an orthogonal array with N assemblies, m constraints, strength d and index A, symboli-
cally denoted by (V, m, 8, d, A). Then it follows that ¥ = A¢. If N =4 then
A= #-¢ and such an array is called a hypercube, Tho following two general
inequalitics due to Rao (1947) connect the parawcters

N1 3 (7 om0 (3 Yot (e
when d js evenand
¥t 3 (Jomtbot (i Je—tpeon (7] e yeen

when d is odd.

For a symmetrical factorial experiment involving w factors each at & levels,
X columns of an array are identifiable with Y treatment combinations or asscmblies,
m rows stand for m factors and an entry stands for the lovel of a factor against
which it is shown, These ¥ assemblies then form a sub-sct of &= possible assemblies
of the complete factorial experi From a plete factorinl experiment all
main cffcets and interactions of all orders upto (m—1) aro estimablo but theso take
up all tho s"—1 degrees of frecdom leaving nono for error. In such aituations, ono
may wse eatimates of error variance from previous experiences or ono may derive
a valid estimate of error variance assuming certain higher order interactions to
be absent. Somctinies, it is not possiblo to set up even a singlo complete replication
of n factorial experiment. To get over this difficulty Finney (1945) introduced frac-
tionaily replicated designs which using only a aub-set (properly chosen) of &™ nssom-
blies provide estimates of main effects and Jower order interactions on the assumption
that higher order interactions are absent,

Rao (1047) han proved that a snb-sct of .V assemblics forining an orthogenal
array (¥, m, o, d4-k~1, A} yields a fractionally replicated design from which :

{i) all the main efiects and interactions upto order (k—1) can bo measured
when interactions of order equal to and greater than d—1 aro absent,
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(ii) the expressions for main effects and interactions are simply obtained
from the usual definitions by retaining only tho treatment combinations present in
the array and these expressions belonging to different contrasts are orthogonal.  Later
Rao {1950) gives an clegant method of construction of fractional factorial experiments
in blocks from orthogonal arrays when s is a prime or a prime power.

3. ASYMMETRICAL FACTORIAL EXPERIMENT

An experiment involving m factors Fy. Fy, ..., F,, occurring at #,, 4, ..., 4,
levels respectively is called an asymmotrical factorial experiment, provided not ail
'8 aro equal,

But the situation that occurs most often in practice is that there are g groups
of factors—thero being m, factors in the i-th group, each occuring at g, levels (i = 1,

’
2 g; E my=m). So the experiment s X s7*X--X 6% may be regarded as
il

a compound of g symmetrical factorial experiments. The problem of finding a
suitablo sub-set of the blies of the plete experiment, which preserves
interactions upto desired order is important here for the samo reasons as in o
symmetrical factorial experiment and besides, it has an added interest because of
its genoral nature.

A solution to tho above problem is provided by the following.
Theorem 1: If orthogonal arrays (N, m;, &, di+k—1, A) i=12,...,9
[4 [
exist, then there exists an array which yields a fractional replicale design in 1 N, = I
i=1 =1
Agdithi=1 blies of the ical faclorial experiment o X..-x 8" Fur-
ther, if i-th orthogonal array (i = 1,2, ..., g) preserves all main effects and inleractions
of order upto (k;~1) on the assumption that inleractions of order (d;—1) (&, > k)
and higher are absent, then tn the derived array, all main effecls and interaclions

involving r = i 1, factors (0 < r § gk, 0 & r; & k) become measurable, where ry factors
=1

are chosen fron the first group of m, fuclors, ry fuctors from the second group and so on.

Proof: The theorem will be proved for the case ¢ = 2. The extension for
any integer g> 2 is almost immediate. Consider the two orthogonal arrays
Ny, my, 8, dy k=1, ), (Namy, &, dybhg=—1, A,). A column is taken from the
first array and just below it is put a column from the second array. As there are
N, columns in the §rst array and N, columns in the second, tho above method of cora-
bining tho columns of tho two arrays will g NN, col with no bi
repeated and each of these new columns will have (m,+m,) rows. In this new array,
any combination of levels of ¢, factors of tho first group and #, factors from tho sccond
group will bo repeated in Agfithi=t=t A, ghtka=1=t columns {f, < d\+k—1;
ty < dyt-ky—1).

tion
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Let Fy, Fy,..., Fi represent the m, factors of the fimt group and Gy, U,,.

reprencnt the my factors of tho second group.  Defining symbolically
Fy =mq, Fot...tms—1uFie,) (i=1,2,....m))
G4 = le Gt ootz =100,0,-1 (F=1,20000my)

T m,=0 when a+#0
X mmy=0 when a#b

m,=1 forally when a=0
Yl,=0 when a0
Sl =0 when a#f
fee=1 for all » when a=0.

Fo Fy, oo, Fiag=1 and Gy, Gy, ..., (70,1 representing the levels of Fiand @,
respeetively.  Then the symbolic product Fi £} ... Ff,“ (i1 G§ ... G}, may he taken
to represent the interaction {a,b....; , 6, ...] of the factors for which the values
are not zero. ‘The expression obtained from {a. b, ...; a, fi. ...} by rctaining only the
assemblics occuring in the derived array may bo denoted by {a,b,...; 2 f...} and &
sct of neceanary and sufficient conditions (Rao, 1047) that this will measure tho corres--
ponding interaction is that it is not orthogonal to [a, b, ...; «, f, ...} but is orthogonal
to every other function of this type including the interactions which are absent.

Consider an expression {a,, dy, ..., @r, 0, ..., 0; &}, a5, ..., @r;, 0, ..., O} where
6 A0 (i=1,2..,7) %+0 (=12, .,7) for 0, <k, 0K, ¢k and
0 < ry4r, < 2k, This in evidently a contrast and this is not orthogonal to
{a).ag..ccp argy 0,00, 05 @y Gg,enn, Ay, ..l O]

Let in the expression {a, b, ...; a, B, ...} there bo ¢, non-zero coordinates among
the first m, and 1y non zcro coordinates among the second my and consider the case
when this has got no non-zero coordinate in common with those of {a,, ..., ar,
0,....0; ay. a,..., @r,0,..., 0}. Then, aince any assembly of a given set of (r, + 1)) <
d, 4 ky,—1 factors from the firat group will be repeated the same number of times with
all the assemblics of another given ect of (ry,+4,) < d,+k,—1 factors from the sccond
group, it follows that {a,, a4...., @7, 0, ..., 0; &;, @y, ..., ary, 0,..., 0} is orthogonal to
{a,,...; a, 4,...} and henco to {a, b,...; &, A,...]. When{«, b, ...;a, f.. }hnssonme
(not all) non-zero coordinntes in common with those of {a,, ay,..., 47, 0,..., 0 2}, &....0
2¢y, 0,..., 0} it follows from similar considerations as above, that {1, ay,..., ar; 0,..
2y &gue0y @rg3 0,...0}) s orthogonal to [a,b,...;a. 8, ...]1. So {a,,ap ..., @i 0,
Ay Agrvees @r3.0,...,0) by Lno's theorem, defines the corresponding interaction involving
the factors Fy, Fy, ..., Fr, of first group and factors 0,, 0, ..., G, from tho second
group. This ewtablishes the theorem for the caso g = 2,
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FRACTIONAL REPLICATES AND PARTIALLY BALANCED ARRAYS

If now, there exists an orthogonal array (Ny, ny, 8, dy+4;,—1, A;) then by
taking a column from the derived matrix and putting below it a column from the third
orthogonal array and repeating this operation eo that no combination of any two
columns is repeated we get an array in ¥, Ny N, columna and (m,+my+m,) rows,
And thus taking a new orthogonal mrray at each stogo and combining the columns
of these with those of the derived matrix obtained at the preceding stage, we will
Gnally get an array in ¥y Ny... N, columns and n,4-mg+ .- +m, rows with the
stated propertics.

To illustrate the general theorem proved above, let us consider an
Erample : Fractional Replication in 2,3 = 38 assemblics of a 23, 3¢ ex-
periment.

It is known that the hypercubes (22,3, 2,2,) and (3, 4, 3, 2) exist and each
one of them accommodates maximum number of factors and prescrves main effects
on the assumption that higher order interactions are absent. The arrays are

TABLE 1. ARRAY: {21,3,2,2) ARRAY: (33,4, 8,2
axsemblica assomblies
factora 1 2 3 4 fscton I 2 3 4 5 6 1 8 39
F, o 1 1 o a 0 0 o 1 1 1 2 2 H
Py ] 1 0 1 G 0 1 2 1 2 0 H 0 1
Fy L] a 1 1 Oy [ 2 1 t v 2 2 1 0
a, 0 1 2 o 1 2 0 1 2

TABLE 2. DERIVED ARRAY: (21 3,2, 2)x(33,4,2,2

asscmblics

factorn | 2 3 4 L} L} 7 8 $ 10 1 e
# o 1 1 o 0 1 1 [ ° 1 1 0
Py o L} 0 1 [ 1 o 1 0 1 0 1
Fy L] [ 1 1 o o 1 1 0 [ I 1

a 0 o 0 o 0 L] [ [ 0 [ o 0

ay [ o (] 0 1 1 1 1 2 2 2 2
[ ] L] L o 2 2 2 2 1 1 1 1
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saacrablics (continued)
factors 13 W 16 16 17 18 198 20 ;22 1
r e 1 1 o o 1 1 o o 1 1 o
IS o 1 o 1 0 1 °o 1 o 1 o 1
7 0 0 1 1 © o0 1 1 o o 1 1
o 11 17 1 1yt o oo
05 T 1 1 1 1 %t 2 2 o o0 0o o
(A vy T 1t o o 8 o 2 3 2 2
a o o o o t 1 1 1 2z 2 2 =
ssacrablios (coatinued)
factors 25 26 27 2 2 30 3 32 3} W M 3
Fy o 1 1 0 o 1 1 o6 o 1 1 o
Py o 1 6 1 0 1 o 1 o 1 o 1
”y e o 1 1 0 o I 1 o & 1 1
[ : 2 2z 2 2 ® & 2 2 & 2 2
g ¢ 2 2 2 o0 0 0 o6 1 ! 1 |
% ¢ 2 % 2 1 1 1 1 o o o o
e o0 o0 o O } 1 1 1 g * 2 2

This design in 38 experimental units will allow estimation of all the main effects on
the assumption that interactions involving any two membors or more of the same
group aro absent and besides, the first order interactions involving any member of

the first group and any member of the sccond will also become measurable,

The analysis of variance table may be sct up as follows:

TABLE 3. ANALYSIS OF VARIAXCE

degroca of freedom
main cffecta Faz-l)=3

@ 4{3-1) =B
At ordor intoraction F@  3X4{2—-1)(3-1) = 4

tolal oee ae 33
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Then, this design has no degrees of frecdom left for estimation of error, If
the first order interactions FG aro absent then these will provido an estimato of error.
Somotimes estimates of error variance based on previous expericnco may be avail-
able and theso may be used in such situations. When, however, such extimatea aro
not availnble and thero nre no a priori reasons to assume that interactions F@ will
not produce any cffcct we may repeat the fractiona) replicato designa 1o get an eati-
mate of crror variance.

Corollary to Theorem 1: If 8, 4,..., 4, are primes or powers of primes, then

fi
=1

the hypercubes ( o= : T 2) §=1,2,... g can be combined in the manner

of Theorem 1 to get a fractional replicate design for the asymmeirical factorial experiment
o' X 837 X ... X 83" and this design will preserve (i) all main effects on the asswnplion
that interactions involving o factors or more from the same group are absent, (ii) all
interactions involving uplo g Jactors bul no lwo factors present in the inleraction should
come from the same group.
Proof: 1f 8, 8, ..., 4 are primes or powers of primes, then according to
(3
Rao’s theorem (1948) the hypcrcubes(a:‘, » = :— T
—
cube in of assemblics accommodate the maximum number of factors

4-1

=347 @ V20
n P i=1 g)

&, Z)uist and the i-th hyper-

Further, all tho n, main effccts from the i-th hypercube are estimablo on the assump-
tion that interaction of order d > 1 are absent and since each one of them carries
(8,—1) degrees of freedom, theso exhaust tho (aﬂ‘—l) degrees of freedom associated
with the é-th hypereubo in o assemblics. When theso hyperenbes are combined in
the manner of Theorem 1, an array in &) X X...x ¥ assemblies is obtained and
it follows from Theorem 1 that this will have the properties as stated in the enuncia.
tion,

Example 1 illustrates the corollary just proved, for tho caso g =2,
=2, =2 8,=3and =2

4. CONSTRUCTION OF SOME IMPORTANT DESIONS

Using the theorem proved above, it is now possible to construct fractional
replicate designa for asymmetrical factorial experiments from the orthogonal arrays
alrendy conatructed and listed in Rao (1946, 1947), Dlackeit and Burman (1946),
Bose and Bush (1052), Buah {1952). A list of designs for some of tho important
experimenta likely to occur in practico is given here. In a Inter seetion, two other
methods of construction of fractional repliento designs for asymmetrical factorial
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experiments will be described.  Theso methods are useful only for limited valuca of
g's and s's. But such designa effeet o saving in the number of experimental units,
otherwiso required by the general method described above.

The class of experimenta 29-1 g, where A a positive integer, requires $A.e
assemblics for a fractional replicate design which preserves all the $A main effects
and all (42 ~1) first order interactions between any member of the first group and the
factor with s levels. Since orthogonal arrays of strength 2 for s = 2 and A = 25 are
available in Plackett and Burman (1940), such designs can bo easily constructed.
Experiments 204, 4A—4 < k < 4A—~1 alko require 4As assemblics for a fractional
replicate design.

TARLE 4. LIST OF SOME IMPORTANT FRACTIONAL REPLICATE DERIONS FOR
ARYMMETRICAL FACTORIAL EXPERIMENTR

{ikwigna baard on orthogonal arrays of strengih 2)

deseription of the no. of amem-  orthogonal armaye nature of cffects
complete factorial blics required which eombine to nrasurshlo
experiment give the design
(1} ) 3) )
1. 2% 'Ry (426.2,21) X (0 all main effecls aml inleractions

involving two factors one from
WA=3<k A= Sweh group.
{On 1he ssumption intorsction
of order d» ) within cach

group sbwent.)
3 »9 n.e @a.5221) all main effects and interactions
w1 ’x’ - im-olvm two (actom ono from
r=-5CEC -], ¥M.52,2, 3y h group.
< (On the smumption intcrsctions
Y1 LN Y order d 3 1 within each
gmp abarnt.)
3. = ot Wk )
=3 <E a1 {4tm, 4, 2,4t «do-
1 Iml W
‘. L ash (u.k.z,:..) all main offects and all first order
. \ Ll:mmim K:::‘ﬁmml order
Ia=-3< 4= - teractiona ng not more
Tyehen o, a,:.a" %) than one from cach group am
M gt eatimahle.
1 f ;-2 (on tho assumption interactions
1 dmpl < 4 Wam 6,2.4"7%)  Tof order 4>| within each
groupa

In the above list only orthogonal arrays of strength 2, have been considered.
Orthogonal arraya of strength higher than 2 may also bo combined in a similar manner
but the designs oblained from them will requiro comparatively large number of as-
semblics,
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5. FRACTIONAL REPLICATE DESIGNS FOR 8.8y EXPERIMENTS WIIERE gy=#|
AND 8 I8 A PRIME OR POWER OF A PRIME

Fractional replicate designa for saymmetricnl factorial exprimenta o} . s,
where s, is a prime or power of a prime and s, = & can bo comstructed in consi-
derably reduced number of assemblics. Theso designs are made availnble by a
theorem (Rao, 1050): The ncessary and suflicient conditions that tho « com-
binntions obtained as a solution of the sct of (n—r) independent homogeneous
equations

apatetag T, =0 i=1L2...,n—r e {31)

define an array of strength (d4-1) is that no equation derivable as a lincar combinn-
tion from the (n—r) equations determining the sulwet contains less than (d4-2)
non-nutll coeflicients.

Ho, then, used this theorem to construct block designa for fractional factorial
experiments which preserve main effects and firat order interactions on theassumption
that interactions of onler d—1 or higher are absent.

For that, he procecds as follows: Another set of [ homogeneous equations
{properly chosen)

aynteta,r, =0  j=n—ril,.on—rtl - (3.2)

aro considered together with (5.1), so that the #~' axsemblica obtained as solutions
of this sct of (x—r41) equations will define an nrray of strength 2. This set of #-¢
ansemblics may bo called the key nrray, Tho o anscmblics obtained as a solution
of (6.1) are divixible into & such arrays cach of strength 2. Tleso are obtained by
adding to each member of the key array, a solution of (5.1) which does not already
occur in the key army. Now if there are n factors ench at &, levels and another
factor at o} levels, then to each one of the #] ™" aasemblies of a group is added one level
of tho additional factor. The 4} groups will each have a different level of the
additionnl factor, Thus we have in 4] blies, a fractional repli design of an
asymmetrical factorial experiment o] . s, where ¢y = #| and ¢, is & primc or power
of a prime,

This dewign will allow estimation of all the (n+1) main effccts, nnl (:) first

order interactions between nny two fuctors of the fimt group on the assumption that
internctivons involving d factors or more of tho first group are absent. The analysis
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of varianco 1able may bo set up aa follows:
TAULE 5. ANALYSIS OF VAKIANCE FOR PRACTIONAL REPLICATE DESIGN

fartors degreen of Frombom
main cllects . first yroup of (nctorm aleg=1)
extrs fartor (=a=1)
Firet Order between fuctors of firat L (=13
interaetion groups s g
orror {obinined by eubstraction)
total ’-1

A further reduction in the number of assemblics can bo achieved if we are not
interested in preserving all the (:,‘) first order interactions between factora of the

first group but only in a selected sub-sct of first order interactions, Then each group
of 57~ assemblics need not bo an orthogonal array of strength 2 but it will do simply
if ench group of a,’" nsscmblies satisfics tho following less restrictive propertics

(i) all tho levels of any factor of fimt set ocenr equal number of times, this
number being samo for all factors and groups,

(ii) all combinations of levels of any two factors whoso internction we want
to prewerve, should occur equal number of times, this number being
aame for alt pairs and groups and ail the &1 assemblies together should
form an orthogonal array of strength d 3 4.

Consider tho factorial experiment 28x4. For five factors each at 2 levels,

a hypercube of strength 4 in 16 assemblies exists and this allow estimation of main
cffects and first order interactions on tho sssumption that interactions of order d » 2
aroabsent.  Let us denote the firat five factors by Fy, Fy, ..., F, and the ono at 4 levels
by G. Now, since each level of @ is to ocour equal number of times, in order to
preserve all first order interactions of any two Fs it is nceessary to construct an ortho-
gonal nrray of strength 2 in 4 assemblies.  But an orthogonal array of strength 2 in 4
nasembliea ean accommodlato only upto three factors. And since 18 assemblics provide
us with onfy 15 degrees of freedom and 8 degrees of freedom are taken up by the 6
muin cffects, only 7 degrees of freedom are left and we can at best cstimate 7 first
order internctions involving F's alone. Then no degrees of freedom will be left for
estimation of error varinnce, If a previous estimato of error varianco is availablo
then this need not worry us.  The interactions to be prescrved will be decided Ly the
nature of tho experiment, Having decided on the interactions to bo preserved the
problem is to divido tho 16 assemblics into four groups so that conditions (i} and (ii)
aro satisfied.

Ezample 2: An exampls of this experiment taken from Daviesand Hay (1050)
in given below. Tho experiment concerned investigntion of offects of several factors
on yield of penicillin, Five factors 4, B,C, D, E each at two lovels and a factor
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F at four levels were chosen, Tho factors were

TANLE 6. DESCRIPTION OF EXPERIMENTAL STAGEY

suge 1 prpantion of liorulum
conceniration of com sicop Jiquor
B amount of sugurs
(4 quality of sugam
slago 2 fermentation

concentration of comn stevps liquor obtained
from Gret alage.

£ quality of corn steep tiyuor
F 4 fermenters

A design in 16 assemblies preserving the main effects and the 7 first order interactions
AB, AC, AD, AE, BD, CD and DE was adopted and thedetailed analysis is also given
in Davies and Hay (1950), Davies (1954). They have constructed the design from
diferent considerations.  Wo have constructed the design with the help of orthogonal
arrays and in the manner deseribed in an carlier paragraph. The design happens to
bo the samo as that obtained Ly Davies and Hay, The design is given below:

TABLE 7. DESION OF TUE EXPERIMENT

waacinblica
fuctom
firet group socund group third group fourth gronp
LIS T T T8 0 10 11 12 13 N 15 06
A 1 001 01 1 ¢ 1 00 1 01 10
B 1 0 1 0 o 1 0 1 e 1 0 1 0o 1 0
c 101 0 1 0 t o0 1 0 1 o 10 1 0
D 1 1 0 o 1.1 0 0 11 0 o 1 1 0 0
E o 1 0 10 1 0 01 90 1 e 1 0 1
a 0 0 0 o0 LI N B § 2 2 2 2 I3 3 3

Tho splitting up of degrees of frecdom will be as follows:
TABLE 8. ANALYSIS OF VARIANCE

fnctors degrees of
frecdom
nanin electa 4 1
B 1
g 1
D 1
£ 1
a 3
first order AB 1
interactions
A0 1
AD 1
AE 1
2D 1
cb ]
DE 1
total 15

163



VoL 17) SANKHYX : THE INDIAN JOURNAL OF STATISTICS [ Part 2

8. DEesioNs FOR 2X 3 AND EXPERIMENTS 1N STAGES

1f in experiments 2x 3%, ono ia nllowed to relax tho condition that all tho
Jevels of a factor should occur equal number of times, fractional replicato designs
for such experiments ean be constructed by taking an orthogonal array with (k+1)
factors each at threo levels and then replacing the highest level of one fuctor by ono of
the two lower levels, all through tho array. So that for thia particular factor, ono level
will oceur twice as many times as the other. This method of construction sometimes
cffects & saving in the number of experinental units to bo uscd e.g. in the caso of
orthogonal arrays of strength 2, if 2k+1> 3'-! and 2k—3 € 3' whero { is some
positive integer.

Experiments in industrics aro often conducted in several stages and different
rumber of fectors have to bo introduced at different stages. Tho total number of
units to be used in the experiment is sometimes decided by tho varying costs of setting
up different stages of tho experiment. If products of an earlier stage, which have
to bo used in a later stago, are costly, we may have to be content only with the
estimates of main effeets of tho fuctors introduced at tho earlier stage, while possibly
for tho factors introdnced at a later stago, it may Le possible to estimate interactions
upto a certain order, This restriction on the experiment may be taken care of, in tho
design in tho caso of a symmetrical factorial experiment by taking an orthogonal
array of lower strength for the factors of the carlier stage and an orthogonal arrny
of higher strength for the factors of the later stage and combining tho two arrays in
a muner so that the derived array remains an orthogonal array. Or alternatively,
starting with an orthogonal array of suitablo strength for all the factors of an oxperi-
ment, it is sometimes possiblo, to find out within the array a sub-group of factors
which amongst themselves form an orthogonal array of lower strength say 2, while
the remaining factors form one of a higher strength. Now, if each of the distinct
sub-assemblies of the frctors of the sub-group forming an array of strength 2 occurs
more than once, then these may scrve as factors of the earlier stage of the experiment
while the rest of the factors niay be introduced in the later stage of the experiment.
As an example, wo may consider tho following array.

TABLE ¥, ARRAY: (2

foctors 2 3 + 8 L] ki 8
A 1 1 1 1 0 0 [ o
L 1 L o ] 1 1 0 L]
[ 1 0 1 v ] o 1 0
b I o 0 1 o 1 1 0
E 1 1 0 0 o o 1 1
» 1 o 1 o o 1 o [}
a [} 0 o 1 1 ° 0 1
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Here tho factors £, F, @ form an array of strength 2 and cach of 4 distinct
sub-assemblies occur twice while tho four factors A, B, C, D form an array of strength
3. Soinan experiment which has to bo conducted in two stages and where it is costly
to have many experimental unita in the first stage, the factors E, F, @ may be used
nt. tho first stage which will require only 4 units and the factors A B, C, D may bo

luced in the following stage. Examples of exp whero tho
problems discussed above, lm\e ocenrred aro pro\'ldcd by Taguchi (1955). On behalf
of the Quality Control Unit of Indinn Statistical Instituto, he had conducted several
experiments in different industries in South India. His reports submitted to the
Indian Statistical Institute contain description of designs, annlysis and inferences
drawn. But ho docs not diseuss how ho constructed theso designs. A brief descrip-
tion of ono of tho experiments together with the design adopted by him is given here
to illustrate the applicability of tho designa constructed in this paper.

Experiment: A 2X37 experiment to find an optimum operational standard
for anodising aluminium alloy parts:  All aluminium base alloy parts have to be given
an anodic tratment for forming a thin film of oxide coating on the meta) by an elec-
trolyte oxidation process. The problem was to design a suitable experiment in“two
stages, four factors to bo introduced in ono stage and four factors in tho other stage;
all the factors chosen excepting one, were at 3 levels, The firat stage consiats in pre-
paration of an anodising bath which is controlled by the four facors.

TABLE 10. FACTORS OF THE FIRST STAGE

levela
€ concentration of bath 50 gmajlites n
{acil content)
40 gmsjlitre @
30 gmsflitro &)
D voltago oyele 38V —50V m
40V —tov &)
43V 52V 3
£ ume eycle Dty D) D(3)
(1) 10~30-5-5 10-25-5-8 10—20—4—4
(60m} (43m) (38m)
(2) 103558 10-30-5-8 10-25~4—4
(55m) {50m) {43m)
3) 10-30=5-5 10-35-5-8 10-30~4—4
({80m) (55m) (48m)
temperature of m 1007
bath
{2) 108°F
(3) 103°F

The symbol 10-30-5-5 (50m) under D(1) implics that the voltage has to be raised from
0 to 38 volts in 10 minutes, maintained at 38 volts for 30 minutes and again raised
to 50 voits in & minutes and kept at 60 volts for 5 minutes—total time takon for tho
entire operation being 50 minutes, Tho sccond atage of tho experiment concerns
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the alloy parts that havo to Lo suspended from tho anode into tho bath by puro alu-
minium. Factora which control thia stago of the experiment aro
TABLE 11. FACTORN OF THE KECOND STAGE
Jevels
A degreasing opcration time A minutes (1)

10 minutes  (2)
12 minutes  {3)

B 1ypoof paris big mn
medium )

small 5

@ rinsing time bn coll water swill 2 minutra m
nates  (2)

ing Lime in hol water 3 minutcs {1)

buth {150°F) @ minutes (2

5 minutes  (3)

Cost and difficulty of operation limit tho number of baths that can bo set up. The
deaign has 10 tako care of this fenture of the experiment.  So the different sub-rrsem-
blics of the factors C, D, E, F which wo can introduce in the experiment are limited
while wo may havo sufficiently largo number of sub-assemblies for 4, B, G, I,
Taguchi’s design is given below:

TABLE 12, DESIGN FOR 2x3' EXPERIMENT

asacmblics factors
[ b E r B A a n
2 3 1 3
1-3 3 H 1 1 - 1 1 1 ]
3 2 2 1
H 1 1 1
—8 3 1 2 2 - 1 2 2 2
3 3 1 2
2 2 2 2
1—0 1 3 3 3 - 1 3 1 1
3 1 1 3
2 3 1 1
10-12 2 3 2 H 1 ] 2 3
3 E 1 2
H 1 2 e
13-13 2 H 3 T - 1 2 1 1
3 3 1 3
H ] 1 3
1618 2 1 1 3 - 1 3 1 2
3 1 2 1
2 3 2 i
19-21 1 1 3 1 — 1 1 1 1
3 2 1 3
2 1 1 3
2.4 1 3 1 P | 2 1 2
3 3 2 1
2 2 1 1
3 1 2 2 3 1 3 2 3
3 1 1 )
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1f wo auppose that @ had nlso threo levels to atart with (and fater 3 has heen converted
into 1), then it in casilyseen that the 27 sub-assemblies of A, B, @, JI form nn orthogonal
array of strength 3. Further, each of the groups of the sub-nasembliea viz., 1-9, 10-18,
19-27 farnu an orthogonal arrny of strength 2. The 0 distinet sub-aasembliea jnvolv-
ing C, D, E, F alone, defino an orthogonal array of strength 2 and each of theso sub-
assemblics waa tagged on to threo sub-nwemblies involving A, B, G, 1 so that this
bocomes an orthogonn! array of strength 2 in 27 axsemblics involving 8 factors. It
ia further scen that tho interaction BC is preserved, the condition for which given
by Rno. (1047), states that all combinations of 3 factora invelving both B and € should
oceur an equal number of times in an orthogonal array (N, n,s,2). Taguchi {1053)
has not discussed the features of tho design, that are given above. The aplitting up
of degrees of freedom was dune as follows:

TABLE 13, ANALYSIS OF VARIANCE

degroes of
factors Ireedom

c 2

main effects

interaction

§g=e;zz-\ my
et s

o

total 2

7. ANALYSIS OF FRACTIONAL REFLICATE DESIONS

Systematic methods (Yates' technique) of annlysis of fractional replicate
designs aro available in tho case of symmetrical factorial experiments (Davies 1934).
If, however, tho interest is mainly on main effects and first order interactions,
systematic methads may prove to be laborious and it may bo advantageous to obtain
estimates of main effects and lower order internctions by writing down the contrasts
omitting thoso assemblies which do not occur in the array A great simplicity results
in the analysis of designs if for any two mutually orthogonal estimable linear func-
tions of p the corresponding best estimates are uncorrelated.

If we consider the sct up

Ely)=714"

where y is the vector of n obserrations, 7 is a vector of & parameters and A’ is the
design matrix of the form &xn and of rank r, then a linear function 7p° is estimable
if there exists an ! such that

1A'A=p (Rao, 1052)
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Theorem: The necessary and sufficient condition that the best linear estimates
of lwo estimable linear functions 7p; nnd 7p, (Ppg = 0), aro uncorrelated is that

(A (A A)y=p. A'A
i.¢. that non-zero rools of A'A are all equal.

Proof: Sufficiency: S'neo 7p; and 7p, nro catimablo, thero exist I, and I,
60 that
L4d=p,
and }, A'A=7p,

and covarianco of the best estimates I, @ and 1, @' is given by

LA'ALo?
whero Q = yA4.
Now pp=L44.44=0. e (1D)
So if A'A AA=pA'A e {1.2)
then (7.1) would imply that
LAAR=0 o (13)
Necessity: To prove that the condition is necessary, we will have to show
that
if PPy =0 e (14)
implica LA AR =0 v (1.5)
then (A°4) = pd'A

or tho non-zero roota of A’A aro all equal,

In order that p,.7' and p,.7" are estimable, it is known that
LAA =p, =a,C+a,0y +--+2,C, o (1.8)
Iy A'A = p, = &iC, + €0, +---+ai0, - )

whero C,, €y, ..., C, are tho normalized latent vectors of A’A corresponding to its r
positive latent-root Ay, Ay, ..., A, and {2y, &y, ..., &) and (], &3, ..., a;) aro arbitrary
constants.
Wo get from (7.4).
gty o) o= 0. e (1.8)
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Now, sinco C;A’d = AC, (i = 1,2,...,7) from (1.5), (7.6) and (7.7) we get
hA'Aly = (2,04 +a.C,)I;

= (;: CIA'A+--'+%" caa),
=(3 Otk C) Al
= (:_:cl"'"""% C,)(:;C,+a;c,+,..+,;c'y

.~
= 7{T‘+ +5=0 . (19)

Sinte a,s and af’a can bo arbitrarily fixed subject to {7.8), it follows that
A=dy=..=4 =4
Hence tho theorem,

Analysis of s fractional replicate design of an asymmetrical factorial experi-
ment is given here.

Analysis of the derived array (2, 2,2, 2)x(3%, 4, 3,2) An artifical example
constructed using tho above design for an asy| trical fi i Ayt
is analysed hero,  Sinep this design preserves the main effects and m!erncnons involv-
ing two lactors—only ono factor being taken from one group end es their estimates
are uncorrelated, the analysis is easily done by forming 2x 3 tables like,

TABLE M. P,x0,

levels of 0,
o 1 2 total
[} Py
lovels of Py
1 ry,
total G,y Gy G2| T

Fut+rh T
U

Gh+oh+ah T
12 36

Then, sum of squarcs due to Fy =

Sum of equares due to @, =

Sum of squares due to
interaction F, . @, = Total corrocted n.s. due to tho table Fyx G,
—as.8. due to Fy—s.8. duo to G,
and similar computations for 11 other tables will completo tho analysis which is given
below.  Sinco we do not havo sny degrees of freedom Ieft for estimation of error,
teuts of wignificance for tho main offests may be performed on the assumption that
FQ interactions aro absent.
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TABLE 186. ANALYSIS OF VARIANCE

factors d.r. &8 moan F
square
Py 1 2.25 2.2%
main effects Fy 1 12460 124,00
¥y 1 78.03 7.0
@ 2 175.60 81,78
a, 2 1066.87  533.33
a, 2 020,16 460,08
“, 2 930.68  463.33 18,970
interaction 0, 2 26.18
F,0, 2 07.89
Fi0, 2 .17
PO, 2 .67
Fy0y 2 7.72
Fi0; 2 N0
Fafly 2 .40
FyGy 2 13.58
Fyy 2 .38
F304 2 22.88
RO, 2 51.30
Fy0, 2 133,58
sub-total for
intoractions H 588.77
total 33 3866.73

Main effects Gy, 0, and @, are significant at both the levels 5% and 1% while Fy and
G, are significant at 5% only. F, and Fy aro not significant at all,

8. PARTIALLY BALANCED ARRAYS
In an orthogonal array (¢, n, 8, 2) where ais & prime or power of o prime,

it is known (Rao 1046) that it can accommodate upto n = H factors. In this

cage, all the n main effects take up the (#—1) degrees of freedom and if an estimato of
error variance based on previous experience is available this' may be considered os
te1_ _

Lanctz!
orthogonal array in & assemblics. If our interest s in the estimation of main cffects
only, then the observations #—n(s—1)~1 may bo regarded as unnccessary. It is
possible to economise the number of observations in such cases if wo relax the
conditions of an orthogonal array, to certain extent. But this will introduce a littlo
more complication in the analysia of the design.

An array involving n factors Fy, Fy, ..., F, each with & lovels will bo called
a partially balanced array of strength d if for any group of d factors (d < n) a combi-
nation of lovels of d factors, Fliy, Fiiyy ..., Faiy 0ccurs Aiiy,..ig times, whero Aiiy.. .is
remains tho samo for all permutations of a given set iy, iy, ..., 3,) and for any group
of d factors, i, ranging from 0 to s~1 for all . Then, it is obvious that this property
holds aleo for any k & d. Let amongut the d integers (iy, §y, ..., 7,), 0 occur ry timos,

the most cconomic design. But if then also we have to use an
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1 occur r, times and so on;—or, in other words, lot in tho trestment combination
Fli, Faiy ... Faig thero bo 4 factors which occur at 0-th level. r, faclors which occur
at lovel 1 and 6o on,

Then, fot it try=4d

and each of the trestment

rinlir,
,ig) will have the samo A;
is easily obtained by summing
rangea from 0 to #—1.

1 Ly permuting (iy,
i¢ attached to it. Valuo of Ay , whero r < d,
irigenia OVOT (E41, 10e, 1) where ench § of (i,,y, ..., i)

9, EXAMPLES OF PARTIALLY BALANCED ARRAYS AND ANALYSIS
Conyider the following orthogonal array

TABLE 17. ARRAY: (22, 4,2,2)

axmemblics
1 2 3 4 & L} 7 8
4 1 1 1 Q o o 1 0
8 1 0 o 0 1 i ] 0
(4 o 1 o 1 1 o 1 0
D 0 0 1 1 L] 1 1 0

It is known that 4 factors each with 2 Jevels require 8 assemblics for construc-
ting an orthogonal array of strength 2. If from the above array we omit assemblies
7 and 8, we get an arrangement in 8 assemblica, which has the properties that for
any two factors sny A, B tho combination of levels of the typo (0,0) or {1,1) occurs
onco while (1, 0) or {0,1) occurs twice. So this satisfies the propertics of a partially
balanced array.

This design can bo analysed by the method of least squares as follows,

Minimising the expression

L =y —a,=b—cg=do)+... 4 {yg~ 00— by — Co—d, !

Where y; denotes the obeervation corresponding to the i-th assembly and a; denotes
tho effect 6f i-th lovel of a and similarly for other constants, we get

3ag+H (bt 2y)+eo+261)Hdg+-2d)) = y,+ys+-1a e (0.0)
32, +(285+by)+ 200+ 6) H2o+dy) = i+ vty - (92)
(ag+2a))+3bg+(co+2¢1) +{dy+2d)) = yatu5+y, e (0.3)
(22040} 30+ (260 + 1) H2o+dy) = y+y5+ 56 e (94)
(@9 2,)+{bo+ 20,)+ 3o +Hdo+ 2d) = Y +ys+ 1 e (0.5)
(28g+a,}+(2bo+5,) 136, + (2 +dy) = yaty+ys - (9.0)
(ag+2a,)+ By 4 2by) +(co+ 2¢,) +3dy = 1 +34+H Y, - (0.7)
(zao"'“))+(%o+bl)+(2‘n+‘|)+3d1 = y;+y.+y. [ (D.S)
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Now taking one equation from ench pair, and putting ag= 0, by = 0,¢, = 0,
dy = 0, we get
3o, +bito = ntyty =@
ay+3htetd = ntytye =@,
a+b 30+ = ytycty, =0
a+by+6,+3d, = 3+ ytye = Qu
Solving wo get,

1

ay+btetd, = T w

4= —; [(!I|+!h+.'/:)—%—

M. iM.

%
C

M.

s1 = %[(.'/|+.'Il+.’h)‘ ¥

L
3

1_
3

M-

&= ';—[‘.‘Ir*'!h‘*'yn)—

'}l = ;—[(.'h+!h+!/|)— ;—

]
)
9
]

M-

L

I

1
. 2.,
Sum of squares due to a factor A is then, equal to 5 b Sum of aquares due to main

effects is 3,0.+E,Q,+€,Q,+3,Q, and in this case we are left with 1 degree of freedom
which may be used to get an estimate of error but this, however, may not be, very
relinble.

In tho general case of & factors each with s levels if we were trying out &
partially balanced array of strength 2 the normal equations {on the assumption that
all interaction are absent) may be scen to be

Di A

yA=(r i1t .. i1

where y is the vector of observations, 7y, 74, ..., 7, are the k groups of parameters, 4
is the transposo of the design matrix and in the partitioned matrix which is 4'A, D
is a diagonal matrix' with #,'s in tho diagonal line,

whero ji; represents the number of times the i-th level of a factor occursinthe array and

Aeo Agt oo Ay
AJI"' 10-1
A=
"l—ll—l
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whero an clement Ay representa the number of times i-th level of a factor ocenrs with
tho j-th lovel of another factor. Solving theso cquations, together with some more
suitably chosen equations (sinco all the parameters ean not be estimated) ono would
be ablo to enlculate sum of squares due to ench main effect and also total sum of squares
due to all main effects which on substraction from total sum of squares will give error
sum of Bquares.

Two examples of partially balanced arrays aro given below:

TABLE 18. PARTIALLY BALANCED ARRAYS

U] 1)
fuctors aswsomblies factora asscroblics

1 2 3 4 5 1 2 3 4 5 [

F [] 1 0 1 1 A L] 1 0 1 1 1

B o o 1 1 1 B o o0 1 1 1 1
[4 0 1 1 0 1 o o 1 1 o 1 1
D ) [} 1 1 0 D 0 i 1 1 o 1

E 0 1 1 1 1 o

Tn the first array, four factors have been accommodated in 5 assemblies, while in the
second 5 factors have been dated in 6 bli

I am grateful to Dr. C. R. Rao for suggesting the problems to mo and for his
guidance,
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