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#### Abstract

We find by elementary methods the number of solutions of the equation $R X^{2}+S Y^{2} \equiv 1(\bmod N)$, where $N$ is an RSA composite and $R, S$ are given integers coprime to $N$. When $S$ (or $R$ ) is a square modulo $N$ and its square root is known, our approach gives a very simple randomized algorithm for finding a solution. We also find the number of solutions in terms of Legendre and Jacobi symbols.
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## 1 Introduction and preliminaries

In this article we shall consider the following equation in $x, y$

$$
\begin{equation*}
R x^{2}+S y^{2} \equiv 1 \quad(\bmod N) \tag{1.1}
\end{equation*}
$$

where $N$ is a product of two primes $p, q$ and $R$ and $S$ are given integers coprime to $N$. Such equations have found several uses in crytography. Ong, Schnorr and Shamir (1984) considered the equation

$$
\begin{equation*}
x^{2}+k y^{2} \equiv m \quad(\bmod N) \tag{1.2}
\end{equation*}
$$

to obtain an efficient digital signature, where $k, N$ are public and the factorization of $N$ is kept secret. A valid signature of a message $m, 0<m<N$, is a solution $(x, y)$ of the above equation. However, Pollard and Schnorr (1987) have shown that there is a polynomial-time probabilistic algorithm to solve equation (1.2) even when the factorization of $N$ is not known, thereby breaking the Ong-Schnorr-Shamir signature scheme. In FOCS 2008, Boneh,

Gentry and Hamburg (2007) obtained a secure space-efficient identity-based encrytion scheme without pairing, using equations of the form (1.1). (The first ID-based encrytion without pairing was, however, obtained by Cocks, 2001). In Boneh et al. (2007), efficient algorithms to solve (1.1) are discussed based on the algorithms of Cremona and Rusin (2003). (See Boneh et al., 2007, for details.) In this article, we shall obtain a count of the number of solutions of equation (1.1) using very elementary properties of congruences. In the special case when $R$ or $S$ is a quadratic residue modulo $N$ and its square root known, our approach gives a very simple probabilistic algorithm to obtain a solution of (1.1). Finally, we shall also give a count of the number of solutions of (1.1) in terms of Jacobi symbols.

For a natural number $n$, let $\mathbb{Z}_{n}=\mathbb{Z} / n \mathbb{Z}$ denote the ring of integers modulo $n$ and let $\mathbb{Z}_{n}^{*}$ denote the multiplicative group of integers modulo $n$. An integer $a$ is said to be a square or quadratic residue modulo $N$ if $a \equiv b^{2}(\bmod N)$ for some integer $b$. The set of quadratic residues modulo $N$ is denoted by $\mathbf{Q R}(\mathbf{N})$. Non-squares are called quadratic non-residue and QNR( $\mathbf{N}$ ) denotes the set of quadratic non-residues. The Euler's function is denoted by $\phi$ and $\phi(n)$ counts the number of positive integers less than $n$ which are coprime to $n$. For integers $a, b$ let $\operatorname{gcd}(a, b)$ denote the greatest common divisor of $a$ and $b$.

## 2 Number of solutions when $S$ is a square

We first consider the case when $N$ is prime and $S$ is a quadratic residue modulo $N$. We shall find solutions $(x, y)$ of equation (1.1) where $x$ is coprime to $N$.

Lemma 2.1. Suppose $N$ is prime, $S$ is a quadratic residue modulo $N$ and $s^{2} \equiv S(\bmod N)$. Then any solution $\left(x_{0}, y_{0}\right)$ of equation (1.1) where $\operatorname{gcd}\left(x_{0}, N\right)=1$, is of the form

$$
\left(\frac{-2 s t}{R+S t^{2}}, \frac{R-S t^{2}}{s\left(R+S t^{2}\right)}\right) \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}
$$

for some $t \in \mathbb{Z}_{N}^{*}$ such that $R+S t^{2} \in \mathbb{Z}_{N}^{*}$.
Consequently, there is a 1-1 correspondence between the set $A_{N} \stackrel{\text { def }}{=}\{t \in$ $\left.\mathbb{Z}_{N}^{*}: \operatorname{gcd}\left(R+S t^{2}, N\right)=1\right\}$ and all solutions of equation (1.1) of the form $\left(x_{0}, y_{0}\right)$, with $\operatorname{gcd}\left(x_{0}, N\right)=1$. Hence the number of solutions in this case is $N-1$, unless $-R \in Q R(N)$ in which case it is $N-3$.

Proof. Here we work in $\mathbb{Z}_{N}$. Let $s$ be a square root of $S$ modulo $N$ and let $\left(x_{0}, y_{0}\right)$ be a solution of equation (1.1), where $\operatorname{gcd}\left(x_{0}, N\right)=1$. Let $t=\frac{\left(y_{0}-1 / s\right)}{x_{0}}$. Then

$$
\begin{equation*}
R+S t^{2}=R+S \frac{\left(y_{0}-1 / s\right)^{2}}{x_{0}^{2}}=\frac{R x_{0}^{2}+S y_{0}^{2}+1-2 y_{0} s}{x_{0}^{2}}=\frac{2\left(1-y_{0} s\right)}{x_{0}^{2}} \tag{2.1}
\end{equation*}
$$

If $R+S t^{2} \equiv 0(\bmod N)$, then by $(2.1), y_{0} \equiv 1 / s(\bmod N) . \operatorname{But}\left(x_{0}, y_{0}\right)$ is a solution of $R x^{2}+S y^{2}=1(\bmod N)$ and this implies $x_{0} \equiv 0(\bmod N)$, contradicting the fact that $\operatorname{gcd}\left(x_{0}, N\right)=1$. Thus we must have, $\operatorname{gcd}(R+$ $\left.S t^{2}, N\right)=1$. Also

$$
\begin{aligned}
& R-S t^{2}=R-S \frac{\left(y_{0}-1 / s\right)^{2}}{x_{0}^{2}}=\frac{R x_{0}^{2}-S y_{0}^{2}-1+2 y_{0} s}{x_{0}^{2}} \\
&=\frac{2 y_{0} s\left(1-y_{0} s\right)}{x_{0}^{2}}=y_{0} s\left(R+S t^{2}\right)
\end{aligned}
$$

Hence, $y_{0}=\frac{R-S t^{2}}{s\left(R+S t^{2}\right)}$. Further,

$$
-2 s t=-2 s \frac{\left(y_{0}-1 / s\right)}{x_{0}}=\frac{2\left(1-y_{0} s\right)}{x_{0}}=\frac{1}{x_{0}} \cdot 2\left(1-y_{0} s\right)=\frac{1}{x_{0}}\left(R+S t^{2}\right) x_{0}^{2}
$$

by equation (2.1). This yields

$$
x_{0}=\frac{-2 s t}{R+S t^{2}}
$$

Incidentally, we also have $\operatorname{gcd}(t, N)=1$. With such a solution we associate the $t \in \mathbb{Z}_{N}^{*}$ thus obtained. Plainly, $R+S t^{2}$ is coprime to $N$. This forms a 1-1 correspondence with the set $A_{N}$. For, corresponding to such a $t \in A_{N}$, the pair $\left(\frac{-2 s t}{R+S t^{2}}, \frac{R-S t^{2}}{s\left(R+S t^{2}\right)}\right)$ is a solution. Moreover, if

$$
\frac{-2 s t}{R+S t^{2}}=\frac{-2 s t^{\prime}}{R+S\left(t^{\prime}\right)^{2}} \quad \text { and } \quad \frac{R-S t^{2}}{s\left(R+S t^{2}\right)}=\frac{R-S\left(t^{\prime}\right)^{2}}{s\left(R+S\left(t^{\prime}\right)^{2}\right)}
$$

then from the second equation we have $t^{2}=\left(t^{\prime}\right)^{2}$. Hence, the first equation yields $t=t^{\prime}$.

To see the last part, note that if $-R \in Q N R(N)$ for any $t \in \mathbb{Z}_{N}^{*}, R+$ $S t^{2} \not \equiv 0(\bmod N)$ and hence $\left|A_{N}\right|=N-1$. If $-R \in Q R(N)$, then for $t= \pm \sqrt{-R / S}, R+S t^{2} \equiv 0(\bmod N)$. Otherwise, $R+S t^{2} \not \equiv 0(\bmod N)$. Hence in this case, the number of solutions is $N-3$.

Remark 2.1. An analogous result can be proved when $R$ is a quadratic residue modulo $N$.

As an immediate consequence of this, we have
Corollary 2.1. Let $N=p q$, where $p, q$ are primes. Then any solution $\left(x_{0}, y_{0}\right)$ of equation (1.1), with $\operatorname{gcd}\left(x_{0}, N\right)=1$, is of the form

$$
\left(\frac{-2 s t}{R+S t^{2}}, \frac{R-S t^{2}}{s\left(R+S t^{2}\right)}\right) \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}
$$

for some $t \in \mathbb{Z}_{N}^{*}$, such that $R+S t^{2} \in \mathbb{Z}_{N}^{*}$.
Proof. Since $\left(x_{0}, y_{0}\right)$ is a solution to both the equations

$$
\begin{aligned}
& R x^{2}+S y^{2} \equiv 1 \quad(\bmod p), \\
& R x^{2}+S y^{2} \equiv 1 \quad(\bmod q),
\end{aligned}
$$

we have by Lemma 2.1

$$
\begin{aligned}
& x_{0} \equiv \frac{-2 s t_{1}}{R+S t_{1}^{2}} \quad(\bmod p), y_{0} \equiv \frac{R-S t_{1}^{2}}{s\left(R+S t_{1}^{2}\right)} \quad(\bmod p), \\
& x_{0} \equiv \frac{-2 s t_{2}}{R+S t_{2}^{2}} \quad(\bmod q), \quad y_{0} \equiv \frac{R-S t_{2}^{2}}{s\left(R+S t_{2}^{2}\right)} \quad(\bmod q),
\end{aligned}
$$

where $t_{1} \in \mathbb{Z}_{p}^{*}, t_{2} \in \mathbb{Z}_{q}^{*}$ and $\operatorname{gcd}\left(R+S t_{1}^{2}, p\right)=1, \operatorname{gcd}\left(R+S t_{2}^{2}, q\right)=1$.
Let $t$ be the unique integer in $\mathbb{Z}_{N}^{*}$ such that $t \equiv t_{1}(\bmod p)$ and $t \equiv t_{2}$ $(\bmod q)$. Clearly for this $t$, we have $\operatorname{gcd}\left(R+S t^{2}, N\right)=1$. Also, one can easily see that

$$
x_{0} \equiv \frac{-2 s t}{R+S t^{2}} \quad(\bmod N), \quad y_{0} \equiv \frac{R-S t^{2}}{s\left(R+S t^{2}\right)} \quad(\bmod N)
$$

We now look at solutions $(x, y)$ when $x$ is not co-prime to $N$.
Lemma 2.2. Suppose $N$ is prime. The number of solutions $\left(x_{0}, y_{0}\right)$, where $x_{0} \equiv 0(\bmod N)$ is 2 , if $S \in Q R(N)$, and is 0 , if $S \in Q N R(N)$.

Proof. We work in $\mathbb{Z}_{N}$. If $S \in Q N R(N)$, then $\left(0, y_{0}\right)$ cannot be a solution to equation (1.1). For otherwise, $S=1 / y_{0}^{2}$, which is not possible.

Now suppose, $S \in Q R(N)$ and let $s_{1}, s_{2}$ be the two square roots of $S$. If $\left(0, y_{0}\right)$ is a solution, then clearly $y_{0}=1 / s_{i}$ for some $i=1,2$.

Lemmas 2.1 and 2.2 yield the number of solutions of (1.1) in the case when $N$ is prime.

Theorem 2.1. Let $N$ be prime and $S$ a square modulo $N$. Let $\eta_{N}$ denote the number of solutions of equation (1.1). Then

$$
\eta_{N}= \begin{cases}N-1 & \text { if }-R \in Q R(N), \\ N+1 & \text { if }-R \in Q N R(N) .\end{cases}
$$

The above theorem gives us the count at least when $S$ is a square.
Theorem 2.2. Let $N=p q$, where $p$ and $q$ are primes. Suppose $S$ is a quadratic residue modulo $N$. Let $\eta_{N}$ denote the number of solutions of equation (1.1). Then

$$
\eta_{N}= \begin{cases}(p-1)(q-1)=\phi(N) & \text { if }-R \in Q R(N), \\ (p-1)(q+1) & \text { if }-R \in Q R(p) \text { and }-R \in Q N R(q), \\ (p+1)(q-1) & \text { if }-R \in Q N R(p) \text { and }-R \in Q R(q), \\ (p+1)(q+1) & \text { if }-R \in Q N R(p) \text { and }-R \in Q N R(q) .\end{cases}
$$

Proof. Using the Chinese Remainder Theorem, it is not hard to show that $\eta_{N}=\eta_{p} \times \eta_{q}$. Now $\eta_{p}\left(\right.$ resp. $\left.\eta_{q}\right)$ is $p-1$ or $p+1$ (resp. $q-1$ or $q+1$ ) according as $-R$ is square or non-square modulo $p$ (resp. $q$ ). The result now follows immediately.

Corollary 2.1 above yields a simple algorithm for obtaining a solution of equation (1.1), when $S$ is a quadratic residue and its square root is known or can be computed. (See also Jhanwar and Barua, 2009).

## Algorithm $\mathcal{A}$ :

1. Compute $s \in \mathbb{Z}_{N}^{*}$ such that $s^{2}=S \bmod N$.
2. Choose randomly a point $t \in \mathbb{Z}_{N}^{*}$.
3. If $\operatorname{gcd}\left(R+S t^{2}, N\right) \neq 1$ then report failure.
4. Else compute

$$
x=\frac{2 s t}{R+S t^{2}}, y=\frac{R-S t^{2}}{s\left(R+S t^{2}\right)} .
$$

Output $(x, y)$.
It is clear from Corollary 2.1 that $(x, y)$ is a solution of equation (1.1). Also by Lemma 2.1, the algorithm succeeds with probabilty at least $\frac{(p-3)(q-3)}{N}$.

Remark 2.2. For step 1 , one needs the factorization of $N$. Then $s$ can be efficiently computed using standard methods. Otherwise, the square root $s$ needs to be given as input.

Analogously, if $R$ is a quadratic residue and its square root $r$ is given, then we have the following algorithm.

## Algorithm $\mathcal{B}$ :

1. Find $r \in \mathbb{Z}_{N}^{*}$ such that $r^{2}=R \bmod N$.
2. Choose randomly a point $t \in \mathbb{Z}_{N}^{*}$.
3. If $\operatorname{gcd}\left(S+R t^{2}, N\right) \neq 1$, then report failure.
4. Else compute

$$
x=\frac{S-R t^{2}}{r\left(S+R t^{2}\right)}, y=\frac{2 r t}{S+R t^{2}} .
$$

Output $(x, y)$.
Remark 2.3. Algorithm $\mathcal{B}$ can be used to obtain a forgery of the Ong-Schnorr-Shamir signature scheme (Ong, Schnorr and Shamir, 1984) much simpler than that of Pollard and Schnorr (1987). One simply chooses the message $m=\frac{1}{r^{2}} \in \mathbb{Z}_{n}^{*}$ and invoke algorithm $\mathcal{B}$ to obtain a solution of (1.2) which gives the signature of $m$.

## 3 The general case

We now consider the case when $R$ or $S$ may not be a quadratic residue. Again, we first assume that $N$ is a prime and that a solution of equation (1.1) is known. (Such a solution can be found by picking a random $y \in \mathbb{Z}_{N}$ and apply some well-known square root algorithm to $\frac{1-S y^{2}}{R}$ to obtain $x$, cf., Pollard and Schnorr, 1987.) Fix such a solution $\left(x^{*}, y^{*}\right) \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}$ of equation (1.1). (If $R\left(\right.$ resp. $S$ ) is a quadratic residue we may take $\left(x^{*}, y^{*}\right)=$ $(1 / r, 0)($ resp. $=(0,1 / s))$, where $r($ resp. $s)$ is a square root of $R($ resp. $S)$ modulo $N$.)

Lemma 3.1. Let $\left(x_{0}, y_{0}\right) \in \mathbb{Z}_{N} \times \mathbb{Z}_{N}$ be a solution of equation (1.1) with $\operatorname{gcd}\left(x_{0}-x^{*}, N\right)=1$. Then

$$
\begin{equation*}
x_{0}=-\frac{\left(R-S t^{2}\right) x^{*}+2 S t y^{*}}{R+S t^{2}}, \quad y_{0}=\frac{-2 R t x^{*}+\left(R-S t^{2}\right) y^{*}}{R+S t^{2}} \tag{3.1}
\end{equation*}
$$

for some $t \in \mathbb{Z}_{N}^{*}$ with $\operatorname{gcd}\left(R+S t^{2}, N\right)=1$.
Hence, there is a 1-1 correspondence with such solutions and the set $A_{N}$ of Lemma 2.1.

Proof. Here we work in $\mathbb{Z}_{N}$. Let $\left(x_{0}, y_{0}\right)$ be a solution of equation (1.1), where $\operatorname{gcd}\left(x_{0}-x^{*}, N\right)=1$. Let $t=\frac{y_{0}-y^{*}}{x_{0}-x^{*}}$. Then

$$
\begin{equation*}
R+S t^{2}=R+S \frac{\left(y_{0}-y^{*}\right)^{2}}{\left(x_{0}-x^{*}\right)^{2}}=\frac{2-2\left(R x_{0} x^{*}+S y_{0} y^{*}\right)}{\left(x_{0}-x^{*}\right)^{2}} \tag{3.2}
\end{equation*}
$$

If $R+S t^{2} \equiv 0(\bmod N)$, then

$$
\begin{equation*}
R x_{0} x^{*}+S y_{0} y^{*} \equiv 1 \quad(\bmod N) \tag{3.3}
\end{equation*}
$$

Also, we have

$$
R x_{0}^{2}+S y_{0}^{2} \equiv 1 \quad(\bmod N), \quad R\left(x^{*}\right)^{2}+S\left(y^{*}\right)^{2} \equiv 1 \quad(\bmod N)
$$

By subtraction we obtain

$$
\begin{aligned}
& R x_{0}\left(x^{*}-x_{0}\right)+S y_{0}\left(y^{*}-y_{0}\right) \equiv 0 \quad(\bmod N), \\
& R x^{*}\left(x^{*}-x_{0}\right)+S y^{*}\left(y^{*}-y_{0}\right) \equiv 0 \quad(\bmod N) .
\end{aligned}
$$

Hence $\frac{x_{0}}{x^{*}} \equiv \frac{y_{0}}{y^{*}} \equiv k(\bmod N)$, say. So $x_{0} \equiv k x^{*}(\bmod N)$ and $y_{0} \equiv k y^{*}$ $(\bmod N)$. Substitution in equation (3.3) yields $k \equiv 1(\bmod N)$ which contradicts the fact that $\operatorname{gcd}\left(x_{0}-x^{*}, N\right)=1$. Thus we must have $\operatorname{gcd}(R+$ $\left.S t^{2}, N\right)=1$.

Now, we have

$$
\begin{equation*}
S y_{0} y^{*}=S y^{*}\left(y_{0}-y^{*}\right)+S\left(y^{*}\right)^{2}=S t y^{*}\left(x_{0}-x^{*}\right) \tag{3.4}
\end{equation*}
$$

Hence by (3.2) and (3.4) we obtain

$$
\left(x_{0}-x^{*}\right)^{2}=2 \frac{1-\left(R x_{0} x^{*}+S y^{*}\left(y_{0}-y^{*}\right)+S\left(y^{*}\right)^{2}\right)}{R+S t^{2}}
$$

$$
\begin{aligned}
& \text { Number of solutions of } R x^{2}+S y^{2}=1(\bmod N) \\
& \qquad \begin{aligned}
& =2 \frac{1-\left(R x_{0} x^{*}+S t\left(x_{0}-x^{*}\right)+S\left(y^{*}\right)^{2}\right)}{R+S t^{2}} \\
= & 2 \frac{R\left(x^{*}\right)^{2}-R x_{0} x^{*}-S t\left(x_{0}-x^{*}\right)}{R+S t^{2}}
\end{aligned}
\end{aligned}
$$

$$
233
$$

which yields

$$
x_{0}-x^{*}=-2 \frac{R x^{*}+S t y^{*}}{R+S t^{2}} .
$$

On simplification, we obtain,

$$
x_{0}=-\frac{\left(R-S t^{2}\right) x^{*}+2 S t y^{*}}{R+S t^{2}}
$$

Also we have, $y_{0}-y^{*}=t\left(x_{0}-x^{*}\right)$. Putting the value of $x_{0}$ we get

$$
y_{0}=\frac{-2 R t x^{*}+\left(R-S t^{2}\right) y^{*}}{R+S t^{2}} .
$$

Denote the right-sides of equations (3.1) by $x_{t}, y_{t}$. Suppose $x_{t}=x_{t^{\prime}}$ and $y_{t}=y_{t^{\prime}}$. Then from the last relation one obtains $y^{*}+t\left(x_{t}-x^{*}\right)=$ $y^{*}+t^{\prime}\left(x_{t^{\prime}}-x^{*}\right)$ and hence $t=t^{\prime}$. This establises the 1-1 correspondence.

As in Lemma 2.2, the following can easily be proved.
Lemma 3.2. Suppose $N$ is prime. Then the number of solutions $\left(x_{0}, y_{0}\right)$, where $x_{0} \equiv x^{*}(\bmod N)$, is 2 .

Thus we have, as in the previous section, the following
Theorem 3.1. Suppose $N=p q$, where $p$ and $q$ are primes. Let $\eta_{N}$ denote the number of solutions of equation (1.1). Then

$$
\eta_{N}= \begin{cases}(p-1)(q-1)=\phi(N) & \text { if }-R / S \in Q R(N), \\ (p-1)(q+1) & \text { if }-R / S \in Q R(p) \text { and }-R / S \in Q N R(q), \\ (p+1)(q-1) & \text { if }-R / S \in Q N R(p) \text { and }-R / S \in Q R(q), \\ (p+1)(q+1) & \text { if }-R / S \in Q N R(p) \\ & \text { and }-R / S \in Q N R(q) .\end{cases}
$$

Proof. We have $\eta_{N}=\eta_{p} \times \eta_{q}$. But by Lemmas 3.1 and 3.2

$$
\eta_{p}=|A|+2= \begin{cases}p-1 & \text { if }-R / S \in Q R(p), \\ p+1 & \text { if }-R / S \in Q N R(p) .\end{cases}
$$

Similar expression holds for $\eta_{q}$. The result now follows immediately.

## 4 Number of solutions in terms of Jacobi symbols

For prime $p$, we denote the finite field $\mathbb{Z} / p \mathbb{Z}$ by $F_{p}$. We denote by $F_{p}^{*}$ the multiplicative group $F_{p}-\{0\}$.

The Legendre symbol $\left(\frac{a}{p}\right)$ for $a \in F_{p}^{*}$ is defined to be +1 or -1 according as $a \in Q R(p)$ or not and is 0 if $p \mid a$. If $N=\prod_{i=1}^{k} p_{i}^{e_{i}}$, then the Jacobi symbol is defined as

$$
\left(\frac{a}{N}\right)=\Pi_{i=1}^{k}\left(\frac{a}{p_{i}}\right)^{e_{i}}
$$

Then clearly, the number of solutions of $x^{2}=a$ is

$$
N_{p}\left(x^{2}=a\right)=1+\left(\frac{a}{p}\right) .
$$

We shall need the following result for Legendre symbols which follows as a special case of a result for Jacobi sums (See Ireland and Rosen, 1990).

## Lemma 4.1. $\sum_{a+b \equiv 1}\left(\frac{a}{p}\right)\left(\frac{b}{p}\right)=-\left(\frac{-1}{p}\right)$

We first compute the number of solutions of $R x^{2}+S y^{2}=1(\bmod p)$ and $R x^{2}+S y^{2}=1(\bmod q)$ respectively. We then apply the Chinese Remainder Theorem to obtain the total number of solutions of $R x^{2}+S y^{2}=1(\bmod N)$.
$N_{n}\left(R x^{2}+S y^{2}=1\right)$ denote the total number of solutions of $R x^{2}+S y^{2}=1$ $(\bmod n)$. Thus we have

$$
\begin{aligned}
N_{p}\left(R x^{2}+S y^{2}=1\right)= & \sum_{R a+S b=1} N_{p}\left(x^{2}=a\right) N_{p}\left(y^{2}=b\right) \\
= & \sum_{R a+S b=1}\left(1+\left(\frac{a}{p}\right)\right)\left(1+\left(\frac{b}{p}\right)\right) \\
= & \sum_{R a+S b=1} 1+\sum_{R a+S b=1}\left(\frac{a}{p}\right)+\sum_{R a+S b=1}\left(\frac{b}{p}\right) \\
& +\sum_{R a+S b=1}\left(\frac{a}{p}\right)\left(\frac{b}{p}\right) \\
= & p+0+0+\sum_{R a+S b=1}\left(\frac{a}{p}\right)\left(\frac{b}{p}\right) \\
= & p+\sum_{u+v=1}\left(\frac{R^{-1} u}{p}\right)\left(\frac{S^{-1} v}{p}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =p+\sum_{u+v=1}\left(\frac{R^{-1}}{p}\right)\left(\frac{u}{p}\right)\left(\frac{S^{-1}}{p}\right)\left(\frac{v}{p}\right) \\
& =p+\left(\frac{R^{-1}}{p}\right)\left(\frac{S^{-1}}{p}\right) \sum_{u+v=1}\left(\frac{u}{p}\right)\left(\frac{v}{p}\right) \\
& =p-\left(\frac{R^{-1}}{p}\right)\left(\frac{S^{-1}}{p}\right)\left(\frac{-1}{p}\right) \text { by Lemma } 4.1 \\
& =p-\left(\frac{R}{p}\right)\left(\frac{S}{p}\right)(-1)^{\frac{p-1}{2}} .
\end{aligned}
$$

Similarly

$$
N_{q}\left(R x^{2}+S y^{2}=1\right)=q-\left(\frac{R}{q}\right)\left(\frac{S}{q}\right)(-1)^{\frac{q-1}{2}} .
$$

Hence by the Chinese Remainder theorem, we have

$$
\begin{aligned}
& N_{N}\left(R x^{2}+S y^{2}=1\right) \\
= & N_{p}\left(R x^{2}+S y^{2}=1\right) N_{q}\left(R x^{2}+S y^{2}=1\right) \\
= & {\left[p-\left(\frac{R}{p}\right)\left(\frac{S}{p}\right)(-1)^{\frac{p-1}{2}}\right]\left[q-\left(\frac{R}{q}\right)\left(\frac{S}{q}\right)(-1)^{\frac{q-1}{2}}\right] } \\
= & N-p\left(\frac{R}{q}\right)\left(\frac{S}{q}\right)(-1)^{\frac{q-1}{2}}-q\left(\frac{R}{p}\right)\left(\frac{S}{p}\right)(-1)^{\frac{p-1}{2}} \\
& +(-1)^{\frac{p-1}{2}}(-1)^{\frac{q-1}{2}}\left(\frac{R}{N}\right)\left(\frac{S}{N}\right) .
\end{aligned}
$$
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