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1. Critically explain the concepts: [$X2 10]
a) Dominant strategy
b) Capital Asset Pricing Model

2. Assuming Vo> 0, the discounted return is
Ro* =[S/, (1) — $5;(0)]/S+(0) forn=1,....N

Show that
(a) G* = Xn-1 Hy SR (O)R;,
* Rn—RO —
bR, = +R forn=1,... N, _
(c) Q is arisk neutral probability if and only if E¢[R;,] = 0 forn - 1.....N.

[4+3+5=12]

3. In the two period model, explicitly solve the Consumption Investment
. . 1 .
problem for the utility function u(w) = ;wy where y < 1. Show that the

Lagrange Multiplier

A= v OD(E[L/By) TTROD
the optimal attainable wealth
V(L/Bl)—l/l_y

~ E[(L/B)7Y/'7]
and the optimal objective value is E[u(W)] = Av/y.
Compute the relevant expressions and solve for the optimal trading strategy
whenN=1,K=2,r=1/9,

So =15, Sy(®1) = 2073, Si(w,) = 40/9 and P(w1) = 3/5. [5+4+3+6= 18]
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Answer Question 0 and any 3 from the rest

Question 0: Potpourri: 342424241 = 10 points

A. What can be changed in ISA, compiler, and microarchitecture to eliminate false register
dependencies (output and anti, or write-after-read, write-after-write dependencies). d at all
possible, in each of the three levels above? Describe one disadvantage of each approach

ISA
Approach:
Disadvantage:

Compiler
Approach:
Disadvantage:

Micro-architecture
Approach:
Disadvantage:

Among the following sets of two concepts, circle the one that makes programmer's task
harder and at the same time micro-architect's (or hardware designer’'s) task easier Interpret
programmer broadly as we did in class, e.g. a compiler writer is also a programmer

Reduced instruction set versus complex instruction set

VLIW versus superscalar execution

More addressing modes versus less addressing modes

Unaligned access support versus alignment requirements in hardware

C. Assume you have a machine with a 4-entry return address stack. A code executing on this
machine has six levels of nested function calls, each of which end with an appropnale return
instruction. What is the return address prediction accuracy for this code?

D. Say that we were to take a processor architecture designed as big-endian and change it to
little-endian. Assume that your processor supports the x86 instruction set on a load-store
architecture, and a memory with a word-level interface. Can you identify two instructions from
the x86 subset which will be affected by the endian-ness change?

E. The VAX ISA has an instruction INSQUE ptr1, ptr2 which causes the node pointed to by ptri
to be inserted into a double linked list immediately after the node pointed to by ptr2 We say
the doubly linked list is a in the VAX ISA.




1.

Design for Performance (1 X 10 = 10 Points)

You are a programmer at a large corporation, and you have been asked to parallelize an old program so that
it runs faster on modern multicore processors.

(a) You parallelize the program and discover that its speedup over the single-threaded version of the sane

program is significantly less than the number of processors. You find that many cache invabdations ase

occuring in each core’s data cache. What program behavior could be causing these invahdations (g 20
words or less)?

You modify the program to fix this first performance issue. However, now vou find that the jaogran,
is slowed down by a global state update that must happen in only a single thread after every pasallel
computation. In particular, your program performs 90% of its work (1neasured as processd: seconas
in the parallel portion and 10% of its work in this serial portion. The parallel porticn m perfeots

parallelizable. What is the maximum speedup of the program if the multicore processor had an anfincte
number of cores?

(¢) How many processors would be required to attain a speedup of 47

(d) In order to execute your program with parallel and serial portions more cthaently, your corporatim

decides to design a custom heterogeneous processor.

e This processor will have one large core (which executes code more quickly but also takes greate:
die area on-chip) and multiple small cores (which execute code more slowly but also consuine Jese
area), all sharing one processor die.

e When your program is in its parallel portion, all of its threads execute only on small cores
e When your program is in its serial portion, the one active thread executes on the large core
e Performance (execution speed) of a core is proportional to the square root of its area

e Assume that there are 16 units of die area available. A small core must ta.kg 1 gnit of die area The
large core may take any number of units of die area n?, where n is a positive integer

¢ Assume that any area not used by the large core will be filled with small cores.



How large would you make the large core for the fastest possible execution of your program?

What would the same program’s speedup be if all 16 units of die area were used to build a homogeneous
system with 16 small cores, the serial portion ran on one of the small cores, and the parallel portion ran
on all 16 small cores?

I)mf it 'r)nako sense to use a heterogeneous system for this program which has 10% of its work in serial
sections!

YES NO
Why or why not?

L

Now you optimize the seria] p

you ortion of your
portion is the remaining 96% , the o

ra i
). What is the b gram and it becomes only 4% of total work (the parallel

st choice for the size of the large core in this case?




What is the program’s speedup for this choice of large core size?

N | -

What would the same program’s speedup be for this 4%/96% serial/parallel spht if all 16 utits of die
area were used to build a homogeneous system with 16 small cores, the serial portion ran on one of the
small cores, and the parallel portion ran on all 16 small cores?

Does it make sense to use a heterogeneous system for this program which has 4% of sts work an vz
sections?

YES NO
Why or why not?




> Branch Prediction and Dual Path Execution [1+3 X 3 =10 points]
Assume a machine with a 7-stage pipeline. Assume that branches are resolved in the sixth stage.
Assumne that 20% of instructions are branches.

(a) How many instructions of wasted work are there per branch misprediction on this machine?

instructions.

(bi Assume N instructions are on the correct path of a program and assume a branch predictor
accuracy of A. Write the equation for the number of instructions that are fetched on this machine
in terms of N and A. (Please show your work for full credit.)

{c) Let's say i : .
) ( ;ll;r;a;I]We m(l)dlﬁed the rx_lachme so that it used dual path ezecution like we discussed in class
b aigua nlurrzlb%r ;)f Instructions are fetched from each of the two branch paths). Assume
anches * Tesolved betore new branches are fetched. Wi i .
fetched i . ) ed. Write how many instructions
etched in this case, as a function of N. (Please show your work for full c};edit.) would be




(d) Now let’s say that the machine combines branch prediction and dual path execution in the fol-
lowing way:

A branch confidence estimator, like we discussed in class, is used to gauge how contident the
machine is of the prediction made for a branch. When confidence in a prediction s lugh. the

branch predictor’s prediction is used to fetch the next instruction; When confidence in a prediction
is low, dual path execution is used instead.

Assume that the confidence estimator estimates a fraction C of the branch predictions have hagh

confidence, and that the probability that the confidence estimator is wrong in its high confidence
estimation is M.

Write how many instructions would be fetched in this case, as a function of N, A, (', and M
(Please show your work for full credit.)




3. Value Prediction [2+2+2+2+2=i10 points]

In class. we discussed the idea of value prediction as a method to handle data dependences. One
method of value prediction for an instruction is “last-time prediction.” The idea is to predict the
value to be produced by the instruction as the value produced by the same instruction the last time
the instruction was executed. If the instruction was never executed before, the predictor predicts the
value to be 1. Value prediction accuracy of an instruction refers to the fraction of times the value of
an instruction is correctly predicted out of all times the instruction is executed.

Assume the following piece of code, which has four load instructions in each loop iteration, loads to
arravs x. v, z, t:

Jiiitialize integer variables c, d, e, f to zeros
1ra1tlalize integer arrays X, Y, 2z, t

for (1=0; 1<1000; i++) {
t= x[1i];

G o+= yli);
e += z(1]);
fo+=c[i];

}

Assume the following state of arrays before the loop starts executing:
* x consists of all O’s

* v consists of alternating 3's and 6’s in consecutive elements

¢ ¢ consists of random values between 0 and 232 — 1
* t consists of 0, 1, 2, 3, 4, ..., 999

a) What is the value prediction accurac

of ; : . .
in the program? y of the aforementioned predictor for the four load instructions

load of x]i:

—

load of yli]:

load of 2fi]:

L

load of t[ij:




b) Can you design a predictor that can achieve higher accuracy for the prediction of x)”
YES NO

If so, explain your design.

c¢) Can you design a predictor that can achieve higher accuracy for the prediction of v
YES NO

If so, explain your design.

d) Can you design a predictor that can achieve higher accuracy for the prediction of /37
YES NO

If so, explain your design.

e) Can you design a predictor that can achieve higher accuracy for the prediction of "
YES NO

If so, explain your design.




4.

= ints
Branch Prediction [2+2+6=10 points]

58 u] t d lt/h C mp
f ” 1 g pie(,e Of COde t/hat itelateS thIOugh a 1a.Ige arra pOp ate W [o]
I\fﬁlllll(‘ lll(‘ OHOWI

(i.e.,

d B4).
beled B1, B2, B3, an

d positive integers. The code has four branches (la

truly) random

o < < ] Y d
\\ }l(‘ we say tha 4 ( Cur] b aCk ts 1 X u

} t l ran h is take e m C siae he
nwe s ) k n, w ean that the Ode in. d t e S execute

for (int i=0; i<N; i++) { /=* Bl =*/

1 rrayl(i); /+ TAKEN PATH for Bl »*/
A = a ;
if (val %8 2 == 0) | /x B2 */ cor B2 as
+= val; /+ TAKEN PATH fo
sum += ;

: /
“ 3 == 0) { /+ B3 *
i (Vart ?— val; /+ TAKEN PATH for B3 */
su = ;
)
4 */
i 1 & 6 == 0) { /* B
e (\:i'n += val; /+ TAKEN PATH for B4 »*/

{ar Of the four branches, list all those that exhibit local correlation, if any.

(b) Which of the four branches are globally correlated, if any? Explain in less than 20 words.

L

Now assume that the above
The global branch predicto

piece of code is running on a processor that has a global branch predictor.
r has the following cha;

racteristics.
Global history register (GHR): 2 bits.

Pattern history table (PHT): 4 entries.

Pattern history table entr

y (PHTE): 11-bit signed saturating counter (possible values: -1024-
1023)

Before the code is run, all PHTEs are initially set, to Q.

As the code is being run, a PHTE is incremented
to that PHTE ig taken, whereas a PHTE is de

(by one) whenever a branch that corresponds
corresponds to that PHTE ig not taken.

cremented (by one) whenever a branch that



(c) After 120 iterations of the loop, calculate the expected value for only the first PHTE and fill it
the shaded box below. (Please write it as a base-10 value, rounded to the nearest one's digat

Hint. For a given iteration of the loop, first consider, what is the probability that both B! and B2

are taken? Given that they are, what is the probability that BS will increment or decrement the
PHTE? Then consider...

Show your work.

1* PHTE
2" PHTE
3" PHTE
4" PHTE

GHR

PHT



5 Fine-Grained Multithreading (1+1+1+1+1+1+1+1+2=10 Points)

Consider a design “Machine I’ with five pipeline stages: fetch, decode, execu.te, memory and writeback.
es 1 evele. The instruction and data caches have 100% hit rates (i.e., there is never a stall for
i cache 1niss). anl:h directions and targets are resolved in the execute stage. The pipeline stalls when a
branch is fetched, until the branch is resolved. Dependency check logic is implemented in the decode stage
to detect flow dependences. The pipeline does not have any forwarding paths, so it must stall on detection

Fach stage tak

of a low dependence.

In order to avoid these stalls, we will consider modifying Machine I to use fine-grained multithreading.

sa) I the five stage pipeline of Machine I shown below, clearly show what blocks you would need to add in
each stage of the pipeline, to implement fine-grained multithreading. You can replicate any of the blocks
and add muxes. You don’t need to implement the mux control logic (although provide an intuitive name
for the mux control signal, when applicable).

Feich Decode Execute Mem Writeback

Regirter
File

| i

— .

tb) The machine's designer first focuses on the branch stalls,
to keep the pipeline busy no matter h

threads required to achieve this?

Why? i

and decides to use fine-grained multithreading
ow many branch stalls occur. What is the minimum number of

(¢) The machine’s desi i
gner now decides to eliminate d
demenone's ! . des nate dependency-check logic and remo
epen ds alls (while still avoiding branch stalls). How man threid 3 b o or e
ependence ever occurs in the pipeline? Y " fre nevded to ensure that no

Why?




Fetch 1 stage |
Decode 1 stage )
Execute | 8 stages (branch direction/target are resolved in the first execute stage) )
Memory 2 stages B

Writeback

1 stage B ‘

Assume everything else in Machine II is the same as in Machine 1.

(d) Is the number of threads required to eliminate branch-related stalls in Machine 11 the same as in Mo hine

(e)

(f)

(2)

(h)

1?7

YES NO (Circle one)
If yes, why?

If no, how many threads are required? o

|

What is the minimum CPI (i.e., maximum performance) of each thread in Mactune 11 when tus
mum number of threads is used?

Now consider flow-dependence stalls. Does Machine II require the same minimum number of threads as
Machine I to avoid the need for flow-dependence stalls?

YES NO (Circle one)
If yes, why?

If no, how many threads are required?

What is the minimum CPI of each thread when this number of threads (to cover flow-dependence «talle
is used?
After implementing fine grained multithreading, the designer of Machine I1 optimizes the design an

compares the pipeline throughput of the original Machine 11 (without FG MT) and the modified .\1:?
chine IT (with FGMT) both machines operating at their maximum pos&bl.e frcqucmry. fpr several code
sequences. On a particular sequence that has no flow dependences, the des:gper is su.rpn.swi Lo sews that
the new Machine II (with FGMT) has lower overall throughput (number of. instructions retired by the
pipeline per second) than the old Machine II (with no FGMT). Why could this be? Explain concretely
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1. A causal (equals zero for t < 0) exponential continuous-time signal
z(t) = 2¢73t is sampled using a sampling period T, = 1. Determine

(a) The z-transform of the corresponding discrete-time signal.

(b) Does the signal have a valid Discrete Time Fourier Transform
(DTFT) ? Justify your answer.

[6+4]

2. Let z[n] = 0.7(1 + [~1]*)u[n] where u[n] is the unit step sequence.
Obtain the z-transform, using the z-transform properties and sketch
its poles and zeros. 10

3. The z-transform of the impulse response of a causal system is

z—2

H@) = a2 a =03

Determine its impulse response. Also state and justify if the corre-
sponding system can be stable. [R+2]

4. Let z[n] = n(0.5)"u[n]. Denoting the DTFT of z[n] by X(¢’¥). com-
pute, without actually evaluating X (e?*), the inverse DTFT of the
following;:

(a) X (™)
(b) X(ej(w+0.67r))
(0 &2

)
(d) Im{X (™)}

o



5. Consider the system represented by the difference equation y[n] =
0.5y[n — 1] + z[n + 1) + z[n — 1] assuming that y[—1] = 0 and z(n|
is causal, determine if the system is linear, time-invariant, causal and
stable. [34+3+3+3]

6. A bandlimited continuous-time signal z(¢) containing a maximum fre-
quency of 1 kHz. is sampled at twice the Nyquist rate to produce z[n].
This signal passes through the non-linear system represented by the

inout-output relationship:

yln] = z[n)?
(a) Determine the highest frequency contained in y[n).

(b) You must now convert y[n] to a continuous-time signal y(t) by
passing it through a D/C converter. What should be the sampling
frequency used in the converter so that the highest frequency
contained in y(t) and 22(t) be the same?

[5+5)



Date: 20-09-2014 Maximum Marks: 60

Indian Statistical Institute
Mid-Semestral Examination: 2014
Course Name: M. Tech. in Computer Science
Subject Name: Mobile Computing

Duration: 2 hours 30 nunutes

Instructions: You may attempt all questions which carry a total of 66 marks. However. the
maximum marks you can score is only 60.

1.

State the frequency assignment problem in cellular network. Represent the frequency assign
ment problem in terms of a classical vertex coloring problem. 3.3 6
State the perturbation-minimizing frequency assignment problem (PMFAP). Explun with an
example the unforced assignment (UA) and the forced assignment with rearrangement (FAR)
operations used to solve the PMFAP. Explain how an algorithin that solves the PMEFAP can
also be used to solve the frequency assignment problem. A (2404 1D

State the differences between horizontal handover and vertical handover. Briefly expliun the
following RSS based horizontal handover decision strategies: i) relative RSS with hvsteress,
and ii) relative RSS with hysteresis and threshold. Explain an adaptive lifetime based vertieal
handover decision strategy. A (3B e D N

Give some reasons why routing in MANET is intrinsically different from traditional routing
in infrastructure based networks. State the differences between proactive and reactive ront.
ing protocols. Briefly explain the destination-sequenced distance vector ronting protocaol for

MANET. EEKEE N )

. Write the formula for computing the individual throughput obtained by the STAs from thew

respective associating APs under the random polling access MAC scheduling in WILAN
Assume that the interference matrix A = (a;j+) and the data rate matrix . (r,;) are known
and k orthogonal frequency channels are available. Assume that the aggregate throughput as
the logarithmic sum of the individual throughput obtained by the STAs from their respective
associating APs. Write an integer programming formulation of the problem that jomntly 1)
selects an appropriate subset of APs, 2) finds a conflict-free frequeney assignment of the
selected APs, and 3) finds an association between the STAs and the selected APs The
objective of the integer programming is to maximize the aggregate throughput 'lln(lc‘r the
random polling access MAC scheduling. .02 10
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(Q1) Let P be a set of 2 points in the plane. Design an efficient algorithm 10 compute a
simple polygon that has all the points of P as its vertices. 18)

(Q2) Prove that the smallest perimeter polygon P containing a set of points 7 1s convex.

(31

(Q3) Given a set of points P; and another set of points P,. Let y; and yo be the maximum
y-coordinates of the point set P} and P, respectively. Draw the line scgment i7y.
Are all the points in P U P, going to lie below the line segment 17727 If ves, prove
it, else show a counter-example. [2]

(Q4) Given a set £ of n lines, no two of which are paralle], let H be the sct of pomnts
generated by the intersection of these » lines. |H| = O(n?). Now. find out a tight
asymptotic upper bound on the number of points that might lie on the convex hull of
H. 18]

(Q5) What is the dual of a set of points inside a given triangle with vertices 7., q and r? {5]

(Q6) a) Given two z-monotone polygonal chains P and ¢J of n) and na sides, respectively,
give a bound on the maximum number of intersections that might occur between

the edges of P and (J? . 12}

b) Given two monotone polygonal chains P and Q of ny and ny sides with different
directons, give a bound on the maximum number of intersections that might occur

between the edges of P and ()7 13

[243=5]

(Q7) An orthogonal polygon is one whose edges are either aligned (i.e., parallel) with the
horizontal or the vertical coordinate axis. Prove or disprove, with a counterexample.
the following statement. The number of vertices in an orthogonal polvgon will always

{51

be even.
[Hints: What can be the values of the interior angles of an orthogonal polygon?]

—Page 1 of 2 —



(Q8) Let P be a simple polygon of n vertices with r > 1 reflex vertices.

(3]

(i) Draw the sketch of a simple polygon of n vertices where is maximized.
(7]

(ii) Prove that P can be partitioned into at most r + 1 convex pieces.

{Hints: Can you use induction?]

(ili) Show that * guards are occasionally necessary and always sufficient to see inside
P. [5+5)

[3+7+(5+5)=20}

(Q9) You are given a set of . lines that intersect a circle C. Describe an O(k + nlogn)

Q10)

Q1N
QI12)

time algorithm that reports all the pair of lines that intersect within the circle C, where
A is the number of intersections within the circle. See Figure for an illustration, [15]

Figure 1: Intersection of lines and circles

Let P = {p1p2e. . pn} be n points on the plane. You are allowed o preprocess

ans ( )
" ‘ ! 1SWEr a range counting query. In a range counting querv, we
arc mnterested only in the number of points that lie in a '

P such that you can

port the points, you need onl !
Query that we studied needs some modification.] o countt Southe e

ShO t .

Let P be a set of 1, points in the

—Page2of2



Data Mining - Fall 2014
M. Tech CS II Mid-Sem1 Examination

Monday, September 22, 2014
Time: 2:30 hours
Full marks: 60

Please use the printouts of the slides for reference. No electronic devices should be used  Stnictly no talking o athier s
For any explanation, ask only the course instructor. Partial credits will be given for unsuccessful attempts of the
approach is described clearly and is potentially proniising.

1. Consider the following set of points S = {(z,y)|z,y € Z. -5 < Loy < 0}, cliasstfied labeled i mto twa
classes. If z and y both are odd, or both are even, then the point is labeled white, atherwise at as
labeled blue, as shown in Figure 1.

<) . o . o . o . o . “
< - e o . o . o . o . ) 3
) L o] . o} - o] [ ] o L] %3
o~ - e ] . ] . o . o . o .
4] . [¢] . o . [} . [ . 2
> o - e o . o . ] - o . n .
o . [ . [ . o 3 o . 4
“‘-lo (o] . o 3 ] . [ . « .
<) L] ° . o . o . o . o
T 4 o [¢] . o . o L] o . [} .
o L] <] 3 [} . o . ] [ o

T T T T T

4 2 0 2 ‘4

x

Figure 1: Scatter plot of sample data for Problem 1

{a) Suppose the label of the point (0,0) is lost and it needs to be labeled (o l.mlfuw@ i e
classifier. If a k-NN classifier (with Euclidean distance) is used, for some b« {1457} will
be classified with the right label? Explain your answer.

{6 natks

(b) Instead of the natural Euclidean distance measure, can we define any other distance measure, for
which a 3-NN classifier be able to classify the point (0,0) correctly? If your answer as vis they



define such aAdlsFance measure and show why the classification will be correct 1 vous answer o
no, prove or justify that given any distance measure a 3-NN clssifier will not
the point correctly.

weable to dlassify

(N 1t ks

2. Consider the data points shown in Figure 2, where each point is labeled white or blue  Assume that .l
the white points are strictly inside the box defined by the four points {(1,0), (1. 1), (2,15, (2 01} and all
the blue points are strictly inside the box defined by the four points {{(=1.0), (1. 1y 2 L 20}
but the points are very close to the boundaries of the respective boxes.

o —_—
~
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° g
RSP
000
N .
x @ y "... 2
’; LYY
op .‘.Q.J
- L P e
o
Lo
-3 -2 -1 0 1 2 3

x1

Figure 2: Scatter plot of sample data for Problemn 2

(a) Draw a linear classifier (in other words, a separation line) which separates the two dases wath
100% accuracy. Draw another linear classifier which does not separate the two clases with 1O
accuracy.

14 marks

(b) Consider a randorn line L and let the L be a used as the separation line for hniear dasihier for
these two classes of points. Calculate the probability that L would be able to separate the two
classes with 100% accuracy.

(10 1ar ke

3. Using a scatter plot, show an example of a dataset such that a decision tree can ¢ Jassify the data wath
100% accuracy with not a very large decision tree, but a lincar classifier cannot Far convenpenes et
the data points be two dimensional, with both dimensions being independent vanahles and Labeled

M 1 < . Sy .
with two classes, colored black or blue and white, as has been shown in Figure 1. or Figure 2

14 tarks



4. A gurvey shows that the unemployment rate among adults in India is 3.8%  Interestingh, the tate i~
10% among graduates. According to the survey, India’s official unemplovinent rate s 3 80 with ur b,
unemployment at 5.1% and rural at 3.5%. Unemployment is higher

) among, wornen that among ten
6.7% for women as against 2.8% for men.

Having learnt this, suppose you meet a graduate man who lives in a village, and vou do not hiom
whether he works or not. Estimate the chance that he is unemployed.

[EETTIRY N

5. Suppose in a market basket scenario, the following association rules are detected with a mnmtnus
support 25% and a minimum confidence 80%:

{A,B} - {C}

{B.C} —» {D}

What can you say about the minimum support of the itemset {A. B.C". D}7

4 tathe

6. Suppose we consider a string as a set of characters (removing duplicate charactersy and define the
Jaccard similarity of two words by the usual Jaccard similarity of the set representanion of the worde
For example, the words “example” and “explanation” would be considered as the sets {exanm ple)
and {e,x,p,l,a,n,t,i,o,n}. Give an example (with justification) of three words w oy with the followany
condition, or prove that there cannot be any such three words of positive lengeth The conditian s that
w is closer to z than it is to y by the Jaccard similarity, but g is closer to w than s, by edit distanc
In other words:

J(w,x) > J(w,y).
But
ed(w,y) < ed(w..r)
where J{a,b) is the Jaccard similarity and ed(a, b) is the edit distance between two wards aand ©

[Recall that the edit distance of a string b from a string a is defined as the minnnun number of wser o
and deletions of single characters required to obtain b from a. Also. note that Jaccard analanty s o
similarity; greater the value, closer the words are. The edit distance is a distance greates the valne
further the words are.]

17 aarh

7. In the space {0,1}¢ of d-dimensional bit vectors, the Hamming distance of two bt vectors roand a0
defined as the number of positions in which they differ. With this distance measure defined for eadds
i=1,2,...,d, we define a function f; : {0,1}‘1 — {0, 1}, where fi(a) s defined as the v th nt of o
Show that the family F = {f1, f2,..., fa} isa{dy,d2, 1 = 5.1 'ff J-sensitive fannly of hasdi functioae
for any given Hamming distances d; and dy such that 0 < dy < dy = d

IRITETPNER =N
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1. Consider the following bi-gram language models.

(a) Language Model 1 : V = {“the”, “dog"}.
p(“the” |START) = p(“dog” |“the”) = p(STOP|*dog™) — 1.
All the other conditicnal probabilities are set to 0.

(b) Language Model 2: V = {“the”"."a"."dog" }.
p(“the” |START) = p(“a”|\START) = 0.5.
p(“dog”|“a”) = p(*dog”| “the”) = p(STOP|“dog”) - 1.
All the other conditional probabilities are set to 0.

START and STOP are usual pseudo words to indicate beginuing
and ending of a sentence respectively.

Now, consider a test sentence “the dog”. Which of the above two lan.
guage model gives lower perplexity on this test sentence?

2. The vocabulary set V of a language consists of m distinct words (m - 1)
There are two special pseudo words START and STOP which denotes
beginning and ending of a sentence respectively. To build a (word level)
n-gram language model with the vocabulary set V and the pseado words
START and STOP, every possible n-gram must satisfy the following
three properties:

For any n-gram < wi,ws,...,Wn >,

(a) wy € {START}UV

(b) Fori=2to (n—1),w; € {START}UV. But any u, (271 n 1
can be START, ifffor j= (i — 1) tol, w, = START v,

(¢) wn, € {STOP}UV.

Calculate the total number of distinct possible n-grams for this language
model.

I~



3 There is a Google plug-in in the web that can detect language ‘ﬁ:(;m (:
single line of text (say, consisting of at least 8-.1.0 words).flt c;)\:erl‘s){s))‘(:; 1
80 languages. The application gives a pljobablhty score or 't 1€ f( e 'L( o
language and sometimes when the score is {1ot suFﬁmenFly high for a s.m-
gle language. it gives more than one detection result with corresponding
probability.

If vou are asked to develop this application what would be your method.
Your resource requirements should be stated clearly and you should also
mention how the resource requirements can be easily met up. Steps of vour
algorithm should be properly explained so that coding of your algorithm
(written in pseudo code) would be straight forward. High-level concepts
for which coding is not readily realisable/understandable will not be given
any credit. However, you need not write code in any particular language.

Assume your application name is detectlang. One should be able to use
vour application as

detectlang testfile.txt

Results should be in this format:
[En 0.9997) or [Fr 0.45678; Ro 0.33564], etc. where En, Fr. or Ro are
language codes for English, French, Romanian, and so on.

4. Assume that we want to train a tri-gram HMM tagger on a training set
with the following two sentences.

(a) “Thedogsaw thecat” =>D N V D N
(b) “The dogsaw thesaw” =>D N V D N

Assume that we estimate the parameters of the HMM using maximum

likelihood estimation and there are two pseudo tags START and STOP
which are incapable of emitting words.

Consider the test sentence “the cat saw the saw”

(a) Draw the automata for the HMM and estim

ate the values of its pa-
rameters.

) . [l()]
(b) Find the joint probability of the test sentence and the most probable
tag sequence for that sentence.



5. Consider the bi-gram HMM shown below. There are two tags N and \
which can emit words. Two special tags START and STOP are also there
which are incapable of emitting words. Let there are only three words 17,
“You” and “He”. The word emission probabilities are given below.

p(“I"|N) = 0.2, p(“You”|N) = 0.4 and p(“He"|N) = 0.4
p(“I"|V) = 0.5, p(“You’|V) = 0.4 and p(“He"|V) = 0.1

The observation sequence is “He 1 He”

0.6
N
0.1
0.8
0.3 0.4
START STOP
o.2 0.1
v
0.5

Calculate the most probable tag sequence by Viterbi algorithm

1o
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. Prove that for a binary symmetric channel with crossover probability p- 1 2

. Define Hamming distance between two vectors. Prove that the Hamning distimce s o et

. Suppose the parity check matrix of a [n. k] linear code is [A11,, 1. Show thist its seneraton maton

Indian Statistical Institute
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Mid-Semester Examination

Subject: Information and Coding Theory

Date: 23/09/2014 Time: 2 hours Marks 60

Note: Notations used are as explained in the cliss.

2. the ooy kel

hood decoding rule is the same as the nearest neighbour decoding rule, ~

(I~ AT).

. Construct a single-error correcting linear code with n = 10. Exhibit two codewards -

. Describe a systematic encoding of cyclic codes. Give a non-systematic encoder of RS codes Do

the majority logic decoding of RS codes. T

. Prove that the dual of an MDS code is an MDS code. Also prove that. the dual of w BOH code naa

not be a, BCH code. °

. Let C be an [n, k,d] code over GF(g). Prove that the following statements ae cquunadent

{a) €' is MDS.
(b) Every k columns of a generator matrix G are lincarly independent

(¢) Every n — k columns of a parity check matrix H are linearly independent joe
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a) With schematic diagrams mention the important differences between the following pais of computer
architectures:

1. SIMD and MISD
ii. PRAM and MIMD
iii. CUDA and PRAM.

b) Show that the CRCW model of PRAM with N processors can always be simulated on the FREW modcl
having N processors with an O(log N)-fold increase in the processing time.

ERERR SN EY

a) Derive the expressions for upper bounds on Speed-up given by Amdahl's law and Gustafson's law
respectively, mentioning the difference between the two.

b) For a given program, 80% of the code is executable simultancously by 20 processors The rest of the code s
to be executed sequentially. Find the maximum speed-up achievable using i) Amdahl's Taw and vy Gustatson’s
law respectively. Which bound is more achievable if the workload is scalable”

{(2:2)2-2-1 9}

a) A Bit-Permute-Complement (BPC) permutation P: X3 X2 X; X —> X2 X3 Xo X;. is to be reabized ona 16 - 16
Omega network with 2 x 2 switches. Is the permutation admissible in a single pass in the network” Justity your
answer. Show the conflict graph. What is the minimum number of passes required to route Pan the network”
Find the corresponding partitioning of the paths.

If an extra stage is added to the network, does it make P admissible? Justify your answer

b) Draw the block diagram of a 3-stage non-blocking NxN Clos" network using (n - m) switches at the input
stage. Prove that (2n-1) middle-stage switches are sufficient for non-blocking operation of the network
(22121210 16]

Answer in brief:

a) Given m sets of numbers, each containing n elements: S, = {X,;, X2 .o X Lol monsa power ol
2, it is required to find the sum of each set: SUM, = i Xp I < jom 1 kon Declopa pmnvllcl
architecture that may produce the results in (flog n + m —1) steps. How many: processors are requited and
what will be the interconnection network? Mention the input data distribution and the delivery of output

b) In an N-node hypercube H,, (N=2"), if each node has a single packet to broadcast to all other nodes
Develop an algoritthm that each node should follow to complete the whole procedure  How many

communication rounds will be required to complete the broadcasting? 88 16]

i i i 4 nction in OpenCl. that computes the
Given a large array A of n integers (Xp, X;. X2, .. s Xn ), write a kernel fu P

prefix sum (39, y;, y2, - - ¥u), sSuch that:
Vo=Xp YV =XoT X, Yy=XpFX;F Xo oo L Ya = Xo T X PN

[13]
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1. Consider a database organized in terms of the following hierarchy of objects -

a) The database itself is an object (DB) and it contains two files F1 and F2.
b) Each file contains 1000 pages. The pages are identified as P,
to Pyooo and F2 has pages from Piggs to Pyggo.

Each page contains 100 records. Each record is identified as P, : j where P, is the page identifier
with j as the record number within the page.

.... P2ooo. So F1 has pages from P.

Multiple-granularity locking protocol is used with $,X,1S,1X and SIX locks. Locking facility i1s available

for the entire database or at file-level, page-level or record-level. Two transactions T1 and T2 want to
execute the following operations :

T1: read records P00 : 98 through Py - 2
T2 : Delete pages Psqo through Psyo ( consider delete as equivalent to write)

Indicate the different types of locks to be allocated to each node for executing the two transactions
separately.

if T2 arrives while T1 is in execution, examine whether the two transactions can be executed
concurrently?

(5+5=10)
2. Three transactions T1, T2 and T3 are executed concurrently according to the foliowing schedule

T1:R(X), T3: R(Y), T2 : W(X), T3: W(Y), T3 : R(X), T1 R(Y). T2 W(Y)
Where, R(Q) = read data item Q.
W(Q) = write data item Q.

TS(T) represents the time-stamp of any transaction T. The given schedule is executed using
timestamp ordering protocol where a transaction is rolled back for any time conflict (Thomas Write
Rule has not been considered). If TS(T1) > TS(T2) > TS(T3), what would be the status of the three
transactions at the end of the schedule and what would be the value of the read and write tmestamps

of the different data items. Consider the initial value of all the read and write timestamps to be less
than TS(T3).

(4x5=20)

3. In a distributed database environment an organization maintains a da;abase of its suppliers for supply
of office and project related items. The projects are executed at different locations The relations
maintained for this purpose are:

Supplier (sid, sname, slocation, turnover)

ltem (ino, itype, iname, make)

Catalog (sid, ino, unit_price)

Project (pno, pname, budget, plocation, fagency)



Primary keys of the relations are underlined. Besides the u‘nique id, Supplier relation maintains
the name and location of operation (slocation) of each supphgr. Averag_e annpal turnove;r of each
supplier is also kept. While ino is a unique item number against each item, item type (ltype)_can
be either office-item or project-item. item name (iname) and manufacturer (make) of each |t§m
are also kept in ltem relation. Catalog provides the unit_price of each item agamst each supplagr.
Each project is identified by a unique project number (pno). Name of the project (pname), its
budget, location where it is executed (plocation) and the name of the funding agency (fragency)
are also kept in the Project reiation.
In the present status of the database, the projects are getting executed at Delhi, Bangalore and
Kolkata where Kolkata is the Head-quarter. The entire database is maintained at Kolkata. Other
project sites maintain only the horizontal fragments of the relations relevant to their activities. The
organization has adopted the following guideline for placing orders to its suppliers:

» Orders for office-items are always placed to the local suppliers from the project location.

e Orders for project-items with unit_price less than or equal to Rs.5 lakhs can also be

placed locally to the local suppliers.

¢ Order for any project-item costing more than Rs.5 lakhs is placed from the Head-quarter.
Following the above guidelines, find the horizontal fragments (both primary and derived) that
need to be stored at different project sites.

(20)
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Answer all questions in brief.

1. In farmer-fox-goose-grain puzzle, a farmer wishes to cross a river taking his fox, goose, and gramn
with him. He can use a boat which will accommodate only the farmer and one possession. If the
fox is left alone with the goose, the goose will be eaten. If the goose is left alone with the grain it

will be eaten. Draw a state space search tree for this puzzle using left-bank and right-bank to
denote left and right river banks, respectively. [10]

2. Describe the depth-first iterative deepening algorithm. Prove that it is asymptotically optimal
among brute-force tree searches in terms of time, space, and length of solution.

[4¢(3+2¢1) 10]

3. Define monotone property of a heuristic. Prove that any monotonic heuristic is admissible. Prove
that the set of states expanded by algorithm A* is a subset of those examined by breadth first
search. [3+4+3  10]

4. What do you mean by ridge and plateau? What is the difference between simulated annealing and
steepest ascent hill climbing approach? Describe the crossover and mutation operators of genetic
algorithm [1+1+4+4 10]

5. Perform the minimax search procedure on the game tree shown below in which the static scores a;'c:
all from the first player’s point of view and MAX is allowed to move first. Perform the lZfi-t((‘)-f‘T(;y
o-B pruning procedure on this tree and show how many nodes can be pruned away. [4+6 -

A

Z3 24 zZ5
0 21
10 11 9 12 14 15 13 14 5 2 4 22 2




6. Execute the uniform cost search and best first search algorithms on the following search graph, and
d list the expanded nodes for each case (each node of

show the solution path, along with its cost an ' ac .
he encircled value is the heuristic evaluation of the

the graph is represented by a letter and t
corresponding node, while the bolded numerical value represents the actual length [of the path
5+ 5 =10]

between two nodes).

Start State

F Goal State
Goal State
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Answer as much as you can. The mazimum you can score is 60 marks. Marks allotted to cach que stron
are indicated within square brackets near the right margin.

1. (a) Formulate the maxflow problem as an instance of linear programming.
(b) Suppose G = (V, E) is a given network with a positive integer capacity o, o ciach odge
e, a source vertex s € V and a sink vertex t € V. You are also given an integer maxinun
flow function f from s to ¢t in G defined by f. on each edge ¢ € E. Now, we pick a specifie
edge é € F and increase its capacity by 1 unit. Give an OV £ algorithin to update the
maximum flow. Justify its correctness. Will your algorithm work if ¢, had been decreased by
1 unit? (334242 10

2. In Goldberg-Tarjan's preflow-push algorithm for finding the maxflow ina network with e
and m arcs, prove that the number of (i) saturating pushes is Ol and (1 non saturatiy
pushes is O{n?m). SRR

3. Define a blossom of a graph with respect to a matching A for ;. For the matchung show.

. Do
below, trace the-steps to augment it. 240
! 2 3 4
1 14
5 6 7
9 10 11 12 13

4. Given a chordal graph G, present an efficient algorithm to obtain a valid vertex e loring f 1
How many colors does your algorithm need? Analyze the time complexity of vour aly aithin

22w

.CJ‘

(a) Are bipartite graphs transitively orientable? Justify your answer. ' o
(b) Present an algorithm to obtain a maximum clique of a comparability graph. Justifvat

correctness. ‘
I.’{ ihed 12



: i ielski graph p(G) of G has
6. Let (8 be a graph having n vertices {1;1,'113, e vn}. Then the Myc1elSl graph ¢ (G)

i ’ Vs, : 3 an
e the set of vertices (V) - {wr, vz, Vk, UL U2, - - ,uk,w}, and

o the set of edges /t(["‘) - IL((:’) U {('U'i'l’j)l(vivj) € E(G)} U {(u‘i1 'LU)[Z =12, .. n’}'
Tl c— . Loy = .
Ihe A Mycielski graph of ¢/ is defined as /Lk(G) = ,u(/tk 1(G)) where p (G) (@)
a IfG Ko the complete graph on two vertices, then draw w(G).
b Show that (A is triangle free for all & = 1.
Prove that y{u*(GYy k2 forallk > 1. What is w(p®(@))?
[244+4(1+2)=12]
T a Give an O time algorithm for determining whether or not a given non-increasing sc-
quence of nintegers dy du oo dy.osuchthat n—1>dy > da > - > d,, 2 0, is graphic. Prove

that your algorithm is correct.

‘b Give ar examnple of two non-isomorphic split graphs having the same degree sequence.
[(3-+3)+2 - 8]
~ Lot A obe a family of intervals on a line such that no interval contains another. Show that

vone of the left endpoints coincide. Devise an efficient method to construct a family F’ of unit

mtervals intervals of length 1) such that the intersection graphs of F and F’ are isomorphic.

[3+4-7]
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Answer as much as you can.

1. a) Here is a test pattern in the plane:

(—1.1) (1.1)

(—1.-1) (1.-1)

Draw its image after being transformed by each of the following (individuaily, not cumulatively) and
give brief explanations for each transform.

cos60° sin60° O 1 0 0 I 0 1.5
i) | —sin60° cos60° O ap |1 3 0 Ggnljl 1 0
0 0 1 0 0 1 0O 0 1

(44343 = 10)

(b) Determine the form of a transformation matrix for a reflection about an arbitrary linc w(:;t:
equation y = mx + b.

2. a) Given a clipping window P(0, 0), Q(30, 0) R(30, 26). 5(0, 20). use Suth;rland-Cohcn a}gun::'.(;r;
to determine the visible portion of the line A(10, 30) and B(40, 0). Explain your steps.

b) You are standing on the middle of the railroad tracks when you see tha't al lralnh|s agp;(::icct:nfi::
the distance. You hold your thumb out in front of one eye at arm’s enit ‘ anur ouce wih
interest that your thumb exactly covers the width of the train. You know that yo



meter long and tour thumb is 2 cm. wide. Looking down, you judge th.at the railroad tracks are
1.5 m. apant, and you see that the train’s width extends exactly to the width of the tracks.

i) How far away is the train? )
i) If the train is travelling with 50 km/h. how many seconds do you have to get out of thtz2wz;y. "
4L =

¢) Consider a raster system with resolution of 640 by 480. What is the access time per pixel for a
display controller that refreshes the screen at a rate of 60 frames per second? 2)

1 ) Consider the line which starts at (4, 13) and ends at (22, 3).

i) How many pixels will there be in this line?
i) With the DDA (Digital Differential Analyzer) algorithm, what will be the amount added to the
secondary component each time through the loop (incrementing value)? Explain. 243 =5)

b) Derive the window to viewport mappings for W = (0, 100, 50, 200) and V = (10, 50,0,60). (3)

¢) Suppose an RGB raster system is to be designed using a 10 inch by 12 inch screen with a
resolution of 150 pixels per inch in each direction. If we want to store 8 bits per pixel in the
frame butfer, how much storage (in bytes) do we need for systein the frame buffer? 3

d) Calculate a 4x4 matrix to rotate points about a vector A = [1 -2 1] by 60 degrees. Show your
steps. (4)

4. ll‘,l(us(ra(c the steps of the Bresenham line drawing algorithm for a line going from (21,12) to
(29.16). Rcfgr to the following pixel grid (Fig. 1) and fill out the table shown below. Show all
your calculations. Here p, refers to the decision parameter at the k-th step. (15)
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5. A cubic Bézier curve has the following mathematical form:

3
C(t)=2  Pb(t)
i=0

a) Give explicit formulae for by(1), ..., bs(r).
b) Show that b, () 20for 0<z<1.

3
¢) Show that Zb,.(t) =1for all z.

i=0

d) Suppose R is a rotation matrix. Show that RC(z) is given by a Bézier curve that has control
points RP(7).

(4+3+3+5=15)

6. Demonstrate the mid-point circle algorithm by drawing the first quadrant of a circle centred at

(0, 0) with radius 10. Use the pixel grid shown in Fig. 2 and fill out the Table below. Show all your
calculations for the first 6 steps while filling up the Table. (s

pk (xk'|'YH.|) 2'-.- 2v,,

O ;b W N = OFX
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Please keep your answers brief and to the point.

1. A tags table for a given program, say xyz.cmn, is a file that contains information about the locations
(i.e., line numbers) of all identifiers used in xyz.cmm.! Your goal in this question is to use (f)lex to
create a tags table generator (TTG) that will take as input any program written in a hypothetical

language C-- as input, and will generate a tags table for this program. Assume that

e the input is a correct C-- program;

the syntax of C-- declarations is similar to that in C, i.c., declarations cousist of a tvpe name.

followed by a comma-separated list of identifiers that is terminated by a semi-colon (.).

e the tags table consists of one line per identifier, containing the following 3 fields in order
identifier name, identifier type, and line number in the original source iile in which the identifier

is declared; the return type of a function is regarded as its type:

e the only permissible types in C-- are char. int. and float: these type names are reserved
keywords;

e comments in C-- are either enclosed within /* and #/, or start with // and continue tili the
end of the line;

e C-- does not permit any preprocessor directives or typedefs. nor does it permit any parameters
/ arguments to be passed to functions.

For this question, you may ignore all issues related to the scope of variables. If necessary, yvou may

make additional (reasonable) assumptions. Clearly state any assumptions you make
Your TTG should

(a) echo to standard output a copy of the input program with all comments removed.

(b) write the tags table to a file called TAGS located in the current directory.

P.T.O

1Tags tables may be used by IDEs to assist a programmer to write / browse code.

1



2. Recall that the following grammar was discussed as an example of a non-SLR grammar.

S—-L =R S—- R L — *R L —>id R—->L

Now consider the following grammar G (uppercase letters denote non-terminals):

S-—->Lid S—-id R = S — xL *x S — xR id
L —id R-id

() Prove that G is unambiguous.

(b) Is G an LL(1) grammar? Justify your answer.

{c) Construct an equivalent grammar G’ that is LL(1). Justify your answer.
{d) Construct the canonical collection of sets of LR(1) items for G.

(¢) Compute the FOLLOW sets for the non-terminals in G.

(f) Show that G is not an SLR grammar. You do not need to construct the canonical
collection of sets of LR(0) items for G.

(8) Hence construct an example of an LR(1) grammar for which the SLR parsing table has both
shift-reduce and reduce-reduce conflicts (not necessarily in the same row / column of the parsing

table).

[3+1.5+4+8+3+4.5+4=28]
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Answer maximum of 60 marks (any part of any question). Simple calculators can be used.

1. (a) Describe the following classifiers with their advantages and disadvantages.
(i) Bayes classifier. (5 Marks)
(ii) Minimum distance classifier. (5 Marks)
(iii) K-Nearest Neighbour (KNN) classifier. (5 Marks)

(b) Training patterns for two classes are given as in Figure 1. Classify an unknown pattern
(5,3) using K-NN (for K =1, 3,5,7) classifier. (5 Marks)

7 O
6— o o
s— O o
4
3 * B O *r
2 +*
1 ¥ ¥
| [T R B

Figure 1: Training patterns (o — class 1, » — class 2) of two classes.

2. (a) Define the Sum-of-Squared-Error clustering criterion to cluster 1 samples into k clusters:
and interpret the criterion. (4 Marks)

i i : ‘ing two dimensional
(b) Consider an application of k-means clustcrmg algorithm to the f‘n!l(_m ”.l»’;] t;:“( ool
data (Figure 2) for k = 2 (using Euclidean distance measure). Start with :
initial means as my = (1,3) and ma = (4,3). | -
(i) What are the means and the clusters after the first iteration.
(i) What are the final cluster means and the clusters after convergence of the
(5 Marks) .
(c) Explain the differences between k—means and k—medoids clus ing algoribin, 8 e
(d) What are the advantages of hierarchical clustering over partitioning basce : _
Explain different agglomerative clustering methods. (5 Marks)

(3 Marks)

uluurnhm'.'
tering algorithms. (3 Marks

3 a I ) tr]x Ex aimn the (]]’ ”e] ences ])(‘ weern i(‘at ure “l‘ldl'ti“n vln(’
: . - . ’
. ( ) eﬁne Varlance‘co‘/arlance ma . p

selection. (5 Marks)
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Figure 2: Two dimensional data for k—means.

Find the first and second principal component vectors for the data {(1,1),(1,2), (2, 1), (2, 3),
(3.2).(3.3). (4. 4). (4,5), (5,4),(5,5)}. (15 Marks)

Explain the differences between filter and wrapper approaches. (3 Marks)

Consider a dataset in which every pattern is represented by a set of 10 features. The
goal is to identify a subset of 5 features or less that gives the best performance on this
datasct. How many feature subsets would be considered (i.e., the number of times the
criterion function will be invoked) by each of the following feature sclection algorithms
before identifving a solution?

(1) Exhaustive scarch. {3 Mar (S )

(i) Sequential Forward Sclection (SFS). (3 Marks)

(iii) Sequential Backward Sclection (SBS). (3 Marks)

For the following objective function J(x), perform an SFS to sclect 3 features from 5
features.

Jr) = 2rrp 430 +5T2_6551$2$5+7$2$4+9$2-’55+4£B1£L‘4—2.’131$2:C3x4+5:1:4z21:5+3;1;31-215,

where 1y's are indicator variables that determine if the kth feature has been sclected
(re = 1) or not (ry = 0). (8 Marks)
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1. [6+46 = 12] Let E = (KG, f, g) be a deterministic symmetric-key encrvption scheme i
K. = K4) with message space M and ciphertext space C.

(a) Suppose M =C. Is (KG, g, f) always an encryption scheme? Justify vour answer
(b) Is the condition M = C required? Justify.

.

2. [44+6=10] Solve the following anagram: “HISSESAYIT”. So anagram can be viewod
a ciphertext of a plaintext. Formally define an encryption scheme which corresponds 1.
anagram mechanism.

3. [6+6+6 = 18] Let X,Y ¢ S and [:5 » S be a computable function. Prove ordipe
the following statements:

(a) A(f(X), f(Y)) S AX,Y). o ) .
(b) For all algorithm A there exists 13 such that A, (f(X). f(Y) < Ap(XN. Y
(c) For all algorithm A, A (f(X). f(Y)) <Aa(X.Y).

4. [4+4+4+6 = 18] Suppose KG is same as the key-generation of RSA-encryvption ‘w}wv!:,‘

We define a new probabilistic encryption £({c. V). mir) (" mod N LT mod N i

r €y Zy (the set of all integers modulo which are relatively prime to N as the randon oo
(a) Write down it's decryption algorithm.

b) Does the decryption algorithm always correctly deerypt.

c) Given a ciphertext C' of a unknown message x. re-enerypt the message s

d) Show that the encryption scheme has one-way security under the hardness assumpt oo,

of RSA. ‘

6. [5 + 5 =10] Suppose E : {0, 1} {0,1}" is a function such that for all 1;.( {0

E(k,-) and its inverse are efficiently computable permutations over {()‘. 1} A \\;- dvtiu y
, ) “Ind a ¢ 5 ; CHTg

compression function f such that f(h.m) — E(m,m& h)@m. Find a collision and prenn

attack for f.

(
(
(
R

1,

)
H



5. 010 200 Deseribe a Preimage and 4-multicollision attack in complexity about 0O(2¢%)
v sponge hash function based on a permutation f over {0.1}77 Assume that anv
cosane Moas of the form (..o my) where [my| = ». The v bit hash value H is defined as

(.G) - f(- S Om) ). T (.0 € {0,1)

" | NS B Chogy
m * ,%é Y N M
A *—P '-#—g:'? 1

< T '__’_%,{g cclcd’ref)

SPO'Y\%R, Yogn Cumetian

it § e PH;VJN/MOW: Bovn go«/vd Sv\ o
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Answer all the questions.

1. Show geometrically how a single node perceptron model of artificial neural
networks classifies a set of two dimensional patterns distributed in lincarly

separable two classes. [25]

2. Describe the McCulloch-Pitts model of a neuron of an artificial neural network.

[10]

3. Consider a two input XOR problem in the domain of pattern classification. Show
how a multilayer perceptron model of artificial neural networks deals with this
classiciation. Clearly show the possible values of the parameters of the model.

assuming step function as the activation function of the neurons. [15]
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1.[4 + 6 = 10] State RSA signature scheme and show its correctness. Given anyv arbitrary
message m, write down a forging algorithm with the access of a signing oracle. for signing
the message m. Note that the forger can not submit m to the signing oracle,

2.[6] Let ek : {0,1}* — {0, 1}" be a blockcipher, k € {0, 1}". We define
f(m,h) :=engn(m & h) 4 h.
Find a preimage attack of f in complexity 2%/2.

3.[4 + 6 =10] Extend the definition of Multiline hash over ({0. 1}")=" mapping to {01}
Prove that it is 27™-U hash.

4.[3+3 + 6 =12] Define Integrity and privacy advantage of an authenticated enervption
scheme with the access to both the encryption and deeryption oracles. Let ex(fu.-) hea
tweakable blockcipher. Construct an integrity attack for En(my,. ... my) — (.. )
where C; = Ex(i,m;) for all 1 <i<rand Cryq = Ex (0, @m;).

5.[3 + 5 =8] Let pad(my, ..., m,) = (m1, ..., My, @im;). Show that it is not a prefix-free
padding. Further construct a forgery attack of CBC-MAC with the above padding ile.

6.[6 + 6 =12] Show that message recovery is hard for an ideal random permutation. State
the reduction algorithm which shows that a symmetric key eneryption is message recovery
secure whenever it is SPRP.



Indian Statistical Institute
Semester-1 2014-2015
M. Tech.(CS) - Second Year
End-semester Examination (1 December, 2014)

Subject: Computer Architecture

Maximum marks: 50 Duration 3 hrs.

quase keep your answers brief and to the point.

LAnswer any 5 questions out of 7. Each question carries 10 marks.J

1. (a) Consider an Instruction Set Architecture (ISA) in which all instructions are 32 bits, there are 32 general
purpose registers (GPRs), and all immediate values are 16-bits. Any instruction uses either two GPRs,

or one GPR and one immediate value as operands. Compute the maximum number of instructions
that your ISA can support. [3]

(b) Companies A and B both manufacture processors supporting the same ISA. A's processors are 4 times
faster than B’s processor on commonly used benchmarks. B’s engineers find that 66% of the total time
for these benchmarks is spent in waiting for L1 data cache misses. They decide to redesign the data
cache hierarchy. Explain why this is not a good decision. 2]

(c) Recall that the average memory access time is determined by the hit time, miss rate and miss penalty
Briefly explain (in 2-3 lines each) what impact the following have on these three quantities: (i) cache

block size; (ii) number of banks in the cache / memory. In what other ways do these two parameters

affect performance? {3

(d) Compare the hypercube and 2-D mesh topologies for an N-node interconnect based on cost, latency.
and bandwidth. 12

-
J

2. (a) Assume a VLIW processor with three integer units (X, Y, Z), one multiply unit (M), and two load-store
units (LSO, LS1). ALU instructions have a latency of 1 cycle, multiply instructions have a latency of 5
cycles, and loads have a latency of 2 cycles. One branch can execute per cycle and executes in the 2
pipeline. The following code has been bundled assuming the EQ scheduling model. What is the value
of R12, R13, and R14 after this code executes? Keeping the register names unchanged, reschedule this
code assuming the LEQ model. Why is the LEQ model more flexible? [24241=5]

{ADDI R9, RO, 9; ADDI R10, RO, 10;}

{ADDI R6, RO, 6; ADDI R8, RO, 8; ADDI R5, RO, 5;}
{LW R6, O(R7); LW R8, 4(R7);}

{ADDI R12, R6, 1; ADDI R13, R8, 2;}

{MUL R7, R6, R9;}

{MUL R5, R8, R10;}

{LW R14, 8(R7);} // Assume that 8(R7) contains the value 0x1
{ADD R15, R16, R17;}

{ADD R14, R14, R5;}

{SUB R19, R18, R22;}

{ADD R5, R7, R5;}



. <o . .
ch to f rd is random and data-dependent. Does it make sense to predicate? The instruction
branch to forward i

movz and movn have the following semantics as described below: |
movz rd, rs, rt if ( R[rt] == 0 ) then R[rd] <- Rlrs]
movn rd, rs, rt if ( R[rt] '= 0 ) then R[rd] <- R[rs]

Code Sequence:

ADDI R6, RO, 1

ADDI R3, RO, 50

loop: LW R8, O(R9)
BEQZ R8, forward
ADD R12, R15, R8
SUB R24, R24, R12
J done

forward:
ADDI R24, R24, 10

done:
SUBI R3, R3, 1
BNEZ R3, loop

3. Consider a program running on a vector processor with the following latencies for various instructions:

¢ VLD and VST: 50 cycles for each vector element; fully interleaved and pipelined
* VADD: 4 cycles for each vector element (fully pipelined)
® VMUL: 16 cycles for each vector element (fully pipelined)

* VDIV: 32 cycles for each vector element (fully pipelined)

* VRSHF (right shift): 1 cycle for each vector element (fully pipelined)

Assume that:

* The machine has an in-order pipeline

¢ The machine supports chaining between vector functional units

to bank 0, the second element mapped to bank 1, and so on.

¢ Each memory bank has an 8KB row buffer

* Vector elements are 64 bits in size
* Each memory bank has two ports (so that loads

/ stores can be active simultaneously), and there &
two load / store functional units available.



(s) What is the minimum power-of-two number of banks re

(b) The machine (with as many banks as you found above) executes the followi

. I rogram (assume i
vector stride set to 1): 1§ program (assume again
VLD V1 <~ A
VID V2 <- B

VADD V3 <- V1, V2
WMUL V4 <- V3, Vi
VRSHF V5 <~ V4, 2

It takes 111 cycles to execute this program. What is the vector length?

(c) If the machine did not support chaining (but could still pipeline independent operations), how many
cycles would be required to execute the same program? Explain your answer.

(d) The number of banks is now reduced by a factor of 2 from the number of banks you found in part (ad
above. Since loads and stores might stall due to bank contention, an arbiter is added to ench bank so
that pending loads from the oldest instruction are serviced first. How many cycles does the program

take to execute on the machine with this reduced-cost memory system with chaining?

(¢) We now want to design the second generation of the vector processor. The aim is to build a multi-core
machine in which 4 vector processors share the same memory system. The number of banks is scaled
by 4 to match the memory system bandwidth to the new demand. However, when we simulate this
new machine design with a separate vector program running on every core, we find that the average
execution time is longer than if each individual program ran on the original single-core system with H
the number of banks. Explain why could this happen. What change in the shared memory lerarchy

can we make in order to alleviate this problem? [2 x5 =10

4 (a) We define the SIMD utilization of a program run on a GPU as the fraction of SIMD lanes that are kept
busy with active threads during the run of a program. The following code segment is run on a GPU
Each thread executes a single iteration of the shown loop. Assume that the data values of the arrays
A, B and C are already in vector registers, so there are no loads and stores in this program. Notice
that there are 4 instructions in each thread. A warp in the GPU consists of 64 threads, and there are

64 SIMD lanes in the GPU.

for (i = 0; i < 1024768; i++) {
if (A[il > 0 {

A[i] = A[i) + C[il;
B[il = A[i] + B[il;
cfil = B[i] + 1;

}

i ?
(i) How many warps does it take to execute this program:



(ii) Is it possible for this program to yield a SIMD utilization of 100%? If yes, explain what shoul¢
ilizati 100%? If not, explain you:
A, B and C for the SIMD utilization to be
be true about the arrays 2o
answer.

(b) A four-processor shared-memory system implements the MESI protocol for cache coherence. For the
following sequence of memory references, show the state of the line containing the variable a in each
processor’s cache after each reference is resolved. Each processor starts out with the line containing a

5
invalid in their cache. 5
(i) PO reads a (ii) P1 reads a (iii) P2 reads a  (iv) P3 writes a (v) PO reads a

5. (a) Explain the working principle of Tomasulo’s algorithm with an example.

(b) Explain how the non-speculative Tomasulo algorithm resolves the following classes of hazards: RAW,
RAR, WAW, WAR. [8+2=10

6. (a) Consider a system that has physically addressed instruction and data caches, each of which has 8-byte
cache lines and is 1KB in size. Physical addresses are 16 bits. The following loop is executed on this
machine.
for (x = £ = 0; i < 256; i++) {

x = x + A[i) + B[1i] = C[i];
}

A, B and C are arrays of 16-bit integers, with the following starting addresses: 0x3000, 0x4200, 0x5400.
(i) If the cache is direct-mapped, what is the hit ratio?

(ii) The cache is now made n-way associative, keeping the overall size and cache line size fixed. Calcu-

late the minimum value of n for which the hit ratio improves. What is the improved hit ratio for
this value of n? ' [3+5]

(b) Briefly explain the difference between victim buffers, write buffers and stream buffers. (2

7. For the following, make reasonable assumptions where necessary, but please clearly state your assumptions.

(a) Suppose you are evaluating the Retention-Aware Intelligent DRAM Refresh (RAIDR) technique pro-
posed by Liu et al. (2012) for a 2 GB DRAM chip with 8 KB row size. Assume that the retention times
for the rows are distributed as follows: 0.125% of the rows need to be refreshed e
need refreshing every 128 ms,
track of the 1st bin using a 2

» very 64 ms, 6.25%
and the rest are refreshed every 256 ms. Assume that the controller keeps

56 byte bloom filter, and the 2nd bin using a 1024 byte bloom filter. How
much energy can be saved by using RAIDR instead of the default (uniform)

the energy consumption of the bloom filters and related circuitry. Also assume that the hash functions
make uniform use of the bloom filter.

refresh policy? Neglect

laptop. Assume that the 8 GB DRAM on your laptop consumes 1.6 W of power when idle. Also

ad / write a row of size 64 bytes from / to DRAM. and

on simply involves copying the contents of DRAM
to the
swap partition, how long should a system be idlé to benefit from hibernating? [3
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L. Let Gn, = (V, E) be a graph with the set of vertices V(G,) = {1,2,..
E(Gr) = {(a, b)|(a -+ b) is divisible by 2 or 3 or 5}.
(2) Draw the graph Gig.
(b) Prove that the graph G is perfect.

condoand the set of edges

(3+9 12

(o4

- {a) Let G be a 3-regular plane graph having n vertices, in which every vertex lies on one face

of length 4, one face of length 6, and one face of length 8.

(i) Determine the number faces of each length in terms of n.

(i) How many faces does G have in all?

(b} Give a linear time algorithm to check whether two maximal outerplanar graphs are iso-
morphic [(4+42)48=14)

i i ; = (V. FE). find
3. Consider the cardinality mazimum cut problem: given an undirected graph G (V.E) hnf
acut in G which partitions V into sets V; and V2 such that the number of edges in the cut is
maximum. For any subset A C V and a vertex v € V, d(v, A) denotes the number of edges
between v and any vertex in A. Show that the following is a 2-factor approximation algorithin
Wi .
for this problem:
begin . .
1. Initialize Vy := vy1; Vo := va; /*v1 and v, are any two vertices in v*/ _—
. B Y 1= Uiv):
2. for v € V — {v1,v2} do if d(v,V1) > d(v,V:) then V2 := Vo U {v} else V} 1
3. Output V7 and V.

{10]
end



4 For a given 3-SAT formula with n variables and k clauses, suppose each variable is indepen-
dently assigned 0 or 1 with probability 1/2 each. Then, show that for any instance of 3-SAT,

there is a truth assignment that satisfies at least a 7/8 fraction of all clauses. (10]

5 (a) Give a greedy algorithm for the vertex colouring a given undirected graph G with A +1
colours, where 3 is the maximum degree of a vertex in G.
(b) Using the above algorithm, design an algorithm for colouring a given 3-colourable undi-

rected graph having n vertices with O(,/n) colours. [6+8=14]
6 For a given set S of n strings formed with a finite alphabet L:

(a) define the prefix graph Pg for S and show that the minimum weight cycle cover (i.e.,
a collection of vertex disjoint cycles which cover all vertices) of Ps can be computed in

polynomial time;

(b) using an algorithm for finding set cover, sketch an algorithm to find the shortest super-

string that contains, for each string s; € S, both s; and its reverse sf as substrings.

[(2+8)+10=20}

7. For the bin packing problem,

(n) give an instance for which the First-Fit algorithm gives % -OPT;
(h) present an asymptotic PTAS along with its approximation factor;

(¢) give its ILP formulation and LP relaxation.

[6+8+(4+2)=20)

8 (a) Give an f-factor approximation algorithm for the set cover problem where f is the maxi-

mum number of sets in which any

element occurs. J ustify the correctness of your guarantee.
{(h)

Why may dual-fitting be necessary to obtain an approximate solution to an optimization
problem by using LP-duality?

(¢) For the max-flow problem, why does an algorithm based on LP give an optimal solution?

[(3+3)+3+3=12 ]
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1. a) What is the main use of the Kohonen's Self-Organising Feature Map.
b) Describe its architecture.
¢) Elaborate how the model vectors of this artificial neural network are updated.
d) How are the input data points represented after convergence of this artificial neural
network?
¢) Explain the relationship between the above representation of input data points and
the size of this artificial neural network. [1T+5+10+1+3 20]

2. a) Calculate the weight matrix for a Hopfield network to store following two patterns:
[1-11-1]"and[-1-1-11]"
b) A pattern [-1 -1 1 —1]" is presented to the above network. and then the nodes of
the network are updated until a steady state is reached. What is the final state of the
network? [10 + 10 = 20]

3. Derive how Oja's model of principal component analysis network extracts the first
two principal components of a data set. Assume that the model converges in a finite

; ; 2+ 5 =28

number of iterations. [20 + § = 25]

4. Consider the problem of pattern classification to be performed by a multi layer
perceptron model of artificial neural networks with only one hidden layer ()f ll'?odcs.
The updation rule for weight wj between a jth node in the hidden layer and an i”" node
in the input layer is given by

- AWji = 1’]5in . .
where §; is associated with j* hidden node and x; is input to the i input node. perlxc
an expression for & in terms of desired and actual outputs of the multi la"y(er

i 20
perceptron, and its some other weighs. [20]

Please turn over

Page 1 of 2



5. a) A perceptron with a unipolar step function has two inputs with weights w; = 0.5
and w> = -0.2, and a threshold 6 = 0.3 (6 can therefore be considered as a weight for
an extra input which is always set to -1). For a given training example x = [0, l]T, the
desired output is 1. Does the perceptron give the correct answer (that is, is the actual
output the same as the desired one)?

b) The above perceptron is trained using the learning rule Aw =n (d - y) x, where x is
the input vector, n is the learning rate, w is the weight vector, d is the desired output,
and y is the actual output. What are the new values of the weights and threshold after
one step of training with the input vector x = [0, 1]* and desired output 1, using a
learning rate n = 0.5? [5+10=15]

Page 2 of 5
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1. Critically explain the concepts: (3X4 12}

(i) Martingale

(ii) State price density

(iii) Stopping time

2. a) Define the following option contracts:
(1) Lookback
(i)  Barrier
- (ai1)  Chooser
For each of them, state the payoff function carefully, explaining all notation.

3X4=12)

3. In the two period model, explicitly solve the Consumption Investment problem for

the utility function u(w) = Inw . Compute the relevant expressions and solve for
the optimal trading strategy when

N=1,K=2,r=1/9, S0 =5, Si(w1) = 55/9, St(®2) = 40/9 and P(m:) = 4/5.
(The notation are as used in class) (10]

4. Suppose So=12, T=3,r=0,u=15= 1/d are the parameters for a Binomial
model. Compute the prices of the following options:
i) Asian Call option with exercise price =10
ii) Up-an-Out Barrier Call with Barrier = 20 and exercise price =15

i) American Call option with exercise price = 16. [3X6=18]
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Answer a maximum of six questions. Maximum marks one can score is 100.

@
I. Consider two image subsets S1 and S: as shown below. Let V= {1} be the set of

grey-level values required to define connectivity. Determine the set of pixels
in S1 and S: which are

a) 4-connected,
b) 8-connected and

¢) m-connected.
Determine whether S: and S: are adjacent.

S: S:
0 10 0 0 0 0 0 1 1 0
1 10 0 1 0 0 1 0 0 1
1 10 0 1 0 1 1 0 0 0
0 |0 1 1 1 0 0 1 1 1
0 |0 1 1 1 0 0 1 1 1

II. Equalize the histogram of the following 8 x 8 image. The image has grey levels
in the range [0...7].

14 4 1 1110
£ 5 5 5 5 5 40
{5 6 6 6 5 10
15 6 7 65 410
{5 6 6 6 5 10
{55 5 5 5 40
{4 44 40110
$ 4 4 4 1110

(9+6=15 Marks)

(2)

I.  Find the resultant image of the following 4x4 image after applying (use zero
padding)
a) Mean filter
b) Median filter
¢) Laplacian filter
d) Robert’s gradient, and
e) Sobel's gradient.

AN

(P.T.0)



II.

(3)

@)

(5)

(6)

I1.

I11.

Iv.

Find the Fourier transform of the sequence f(0)=2, £(1)=3, £(2)=4, f(3)=4. Then
calculate the inverse Fourier transform and compare the result with the
original sequence. Draw the Fourier spectrum. (10+5=15 Marks)

A source has 8 symbols a;, i=1... 8, whose probabilities of occurrences are 0.6,
0.2, 0.08, 0.06, 0.02, 0.02, 0.01 and 0.01. Construct Huffman code for the same.

Explain: (a) Run length coding, and (b) Block truncation coding with
examples. Discuss their advantages and disadvantages. (7+8=15 Marks)

Explain: (a) Global, (b) Otsu’s and (c) Multiple histogram thresholding
methods for image segmentation.

Segment the image shown below using split and merge procedure. Let P (Ry)
= TRUE if all pixels in R: have the same intensity. Show the quad tree
corresponding to your segmentation.

IL‘ N

d
T

(6+9=15 Marks)

Describe the DBSCAN clustering
Explain the importance of initi
using examples.

algorithm,
alization of centres in K-means clustering
(10+6+4=20 Marks)

Describe the method of Princj
pal Component ;
advantages and disadvantages of it? ponent Analysis. What are the

Explain Branch and Boun
disadvantages with respect
Describe “Plus.-L, minus-R” Selectj

vt ¢lection (LRS) strategy with its advantages and

.y . .
What is “curse of d1mens10nality”?

d searching strate

8y with its advantages and
to feature selection.

(5+5+5+5=20 Marks)



M

IL
ML

Given the following parameters of a two-variate normal distribution, find the

Bayes’ decision boundary and explain its significance. Assume equal prior
probabilities for the classes.

p1=03.21T,u,=[7,4"and X, = X, = 2I.
Symbols have their usual meaning,.
Explain the term “non-linear classifier” with examples.

Differentiate between supervised and unsupervised learning.

(10+5+5=20 Marks)
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QD

Q2)

(Q3)

(Q4)

Q5)

You are given two sets of infinite straight lines £, and £; of size ny and n, respec-
tively, with both n; and ny being O(n) and ny + ny = n. Any line [,, € £, is of
the form y = myx + ¢;; and any line l;; € L is of the form y = rmpx + 4y, e,
any line in a particular set is parallel to all other lines of that set with different inter-
cepts. Let P be the set of points generated by the intersection of these n lines. Surely,
|P| = O(n?). Design and analyse an efficient algorithm to compute the convex hull

of P. [5)
Consider the Voronoi vertices Q = {q1,42,.--,qm} corresponding to the Voronoi
diagram VD(P) of a set of sites P = {p1,p2, - - ., Pn} Where no four points arc co-

circular. The maximum empty circle Cp(g;) centered at each Voronoi vertex ¢, con-
tains three sites on its boundary. Let X = {J[~; Cp(g:). Now, prove or disprove the
following statement: X covers the union of the bounded faces of Vor(P) 110}

You are given the Voronoi diagram VD(S) of a set S of n points. Now, you have
to delete a point p € S and compute the Voronoi diagram of the set of points S \
p. Design an efficient algorithm and analyse it. Try to make your analysis outpul
sensitive. [10]

[Hints: Recomputing the Voronoi diagram for the point set S \ p makes little sensc.
You may look at the dual of the Voronoi diagram.]

Given a convex polygon, a single guard is enough to guard the entire polygon. Prove
or disprove with a counterexample the following statement. You can never guard a

non-convex polygon with a single guard. [5]

Let 7(S) be the trapezoidal decomposition of a set S of non-crossing segments in:sidc
a bounding box R in the plane. 7(S) is obtained by drawing two vertical extensions
from every endpoint p of a segment in S, one extension going upwards and one go-
ing downwards. The extensions stop when they meet another segment of S or the

boundary of R.

—Pagelof 3 —



(Q6)

(Q7)

(Q8)

Q9

(Q10)

Let s be a new segment not crossing any of the segments inS. Prove thaf a trapezoid
A € T(S)is also a trapezoid of 7(S U {s}) if and only if s does not intersect the

5+5=10]
interior of A, [

Let S = {s1,52....,5n} be n non-vertical line segments on the plane, and their
projections on the z-axis are {[z1, 1], [x2, 5], ..., [Tn, Tn]}, respectively. Ls, the

lower envelope of S is the pointwise minimum of the line segments s;, 2 = 1...n
and is defined as

£s(e) = jip, o

(i) Now, consider the following statement. Lg(z) follows a (n,2) Davenport-
Schinzel sequence. If yes, prove it; else give a counterexample. [8]
[Hints: Recall that an (n, 2) Davenport-Schinzel sequence will not have a sub-

sequence like ... 8. ..85...8...8;5....]

(ii) Design and analyze an algorithm for finding Ls(x). (12]
[8+12=20]

A Rectangular Intersection Graph (RIG) G = {V,E} for a set R of n axis-parallel
rectangles is defined as follows. For each rectangle r; € R, we assign a vertex v;
of G: an edge ¢ € E is assigned between vertices v; and vj iff ry,r; € R (@ # j)
intersect. You can assume that none of the rectangles in R is completely enclosed
within another rectangle in R.

Design and analyzc an efficient output sensitive algorithm to form the desired RIG.

(10]
[Hints: You can possibly use plane sweep and associated data structures. Can you

design an O(n log n + k) time algorithm, where k is the number of pairs of rectangles
that intersect.]

Let P and R be two polygons with n and m. vertices respectively. Find out the com-
plexity of the Minkowski sum P @ R under the following two cases: (i) one polygon
is convex and the other is non-convex; (ii) both

polygons are non-convex. Prove your
result.

[6+9=15]
[ You can assume results proved in class.]
Given a set P of n point obstacles and a disk robot R of radius r with its start and
target positions. Your problem is to find out if there exists a collision free path of R
among P. Try to characterize the path, if it exists and then try to devise an algorithm.

[10]
The farthest neighbor Voronoi diagram of a set

: S of points in R2, denoted by VD
1s the decomposition of R2 into maximal y VDF(S),

connected regions so that the farthest point

—Page 2 of 3 __



of S from any point within each region (under the Euclidean metric) is the same.
Show that VDF(S) in the plane is a tree. [10]
[Hints: Can the farthest neighbor Voronoi diagram have bounded Voronoi cells?)

Q1D
(Q12)

State and prove the crossing lemma for a graph G with v vertices and ¢ edges.  [10)

Find out at most how many incidences can there be among a set P of n points and a

set C of m unit circles on the plane. (10}

[Hints: You can proceed as in the case of point line incidences, but here you can have
multi-edges. You have to get rid of them to apply crossing lemma.]

(Q13) Find out a tight bound on the maximum number of unit distances determined by a set

P = {p1,...,pn} of n points on aline. Can you find a construction of a set of points

that achieves this bound? 13+2=5]
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INDIAN STATISTICAL INSTITUTE
Final Examination:(2014-2015)
MTech C.S. 2nd Year

Digital Signal Processing
Date: 5.12.2014 Maximum Marks: 100

Duration: 3 hours

Note: The marks add up to 112. The maximum you can score is 100.
The exam is open-book, open-notes. Use of calculators is permitted.

1. You have to compute the DFT (Discrete Fourier Transform) X (k] k =
0,1,2,3, of a length 4 sequence {zg, 1, T2, 3} using a radix-2, decimation-
in-time algorithm with inputs in bit-reversed order and outputs in
normal order. Let £ = [zo 71 72 z3]T and X = [Xo X) X2 X3)".

(a) Draw the flow graph.
(b) Label the intermediary nodes as vg, v1, v2,v3and let v = [vo vy vy vg)”
sothat v= A;*z, X = Ayxvand X = A3sz where A;, A; and
As are all 4 x 4 matrices. Determine Ay, A, and Aj.
[54(5+5+5)]

2. For the system shown below

L . )é—}__———} Y

(a) Determine the system function H(z) and sketch | H (e¥)].

(b) Assuming a two’s complement fixed-point representation vailh a
wordlength of 4 bits (B=3), calculate the output noise vanance.

[5410]
3. For a system function

272 —0.7271 +0.12
H(z)= 1471 3 0.1222

1



give
(a) A Direct Form II implementation.

(b) A Parallel Implementation.
(c) A cascade implementation of two all-pass systems.

(5+5+5]

. The following system function was obtained through impulse invari-

ance i.e. by sampling an analog impulse response and then applying
the z-transform.

2 5
= { T e-13,-1 T [ o=20,-1

H(z)

Determine the analog impulse response if the sampling interval T used
was 0.5 . (7]

A transmission channel has the system function

(2.2 452711 -3.127)
(1+0.81z71)(1 - 0.62271)

Design a causal and stable system that can be connected at the receiv-

ing end in order to compensate for the magnitude distortion caused
by the channel. [13]

Consider the sequence

2 0<n<3
zln)=¢0 4<n<5
4 6<n<9

Let X[k] denote the samples of X (2)(z-transform of the length-10 se-
quence z(n]) evaluated on the unit circle at eight equally spaced points
t1.€.

Xs[k] = X(Z)|z=e12""/8 k= O, Ty, 7
Determine the IDFT (8-point) of Xglk] without actually evaluating
Xs[k] [10]
Consider the causal sequence z[n] = (

-0.7)"u ith z-
X(z). Determine the inverse z- Juln] with = transform

transform of



(a) 272X (29)
(b) zng(ZNl)

Le

5 h

8. A sequence of length 100 is to be filtered by a system with inpulse
response of length 20. Determine the number of DFTs and 1DFTs
needed to compute the linear convolution using 32 poiut DFTs for

(a) Overlap and add
(b) Overlap and save

[h‘ 1 (\';
9. A Type 2 real-cocfficient FIR filter has zerosat 1. 1, 0.5 and 0.8 ¢ .
Determine the locations of the rest of the zeros (for the lowest possible

order) and the corresponding system function. 5

RN
. .



Date: 6-12-2014

Instructions: You may attempt all questions which carry a total of 110 ks
maximum marks you can score is ouly 100.

1.

(a)
(h)

(c)

(d)

Indian Statistical Iustituge
Semestral Fxamination: 201 |
Course Name: M. Tech. in Computer Science
Subject Name: Mobile Computing,
Maximum Marks: 100 Dwation 3 hcans

However v

What arc the important features that an ideal sensor et wion ke <houled T

LN
Explain the difference between the following two fanlt detection 1o bngues iy owoire e
sensor networks: self-diagnosis and cooperative dingnosis |

Write an approximation algorithni for the following minimum telin node placenent
problem in wireless sensor networks: given i set of sensor nodes S 1 a reson and s
uniformn communication radius d. the problem is to place i sct of relay tedes 76 il
that the whole network G is conmected. The objective of the problem s to nmnnse I

where R} denotes the number of relay nodes in R Extend this approximtion st o
such that the network G becomes 2-connected. 1o 10

Describe how clusters are formed and energv-usage aimong, the nodes are halanee e
low-energy adaptive clustering hierarchy (LEACH) ronting protocol mwincloss wonsn
networks. 1

Compare the direct spectrumn sensing and indirect spectimm sensime techimague s o
nitive radio networks. "
How direct spectrum sensing is achicved using local oscillator detection and choscdd Saag
power control in cognitive radio nctworks? T~
ow indirect spectrum sensing is achioved nsing matched filtor detection e oot
radio networks? :
Briefly describe the opportunistic and conenrrent spee i aecoss node b e oot
J ~
radio networks. b

How does Fixed Spectrum Access (175 A) policy contribute to the spectinn scarats &5

What are the factors that make vertical handover more challengimg than the heos ;/‘.:;t:.l
handover? .
Let Rap and Rps be the maximum achiovable downlingk cintian victe for anenser conmectod
with WLAN and WCDMA respectively, Let <y and v be the veconame AVAWH
al the user end when associated with W/ AN and W OTIA D respecting v bt

. .. DTG | 2. Db N \/i"u\d'l IR RAY
relationship between 5ap aud 7 sn whoe 4 Ris Deseribeon /l ’ :
handoff strategy which is based on the relationship bhetween =y and oy b

o
: ; : ! N C ot ics P ver? Desenhe thie e thoo ton
What is an active sct in the context of vertical solt rando

ey X " . ( <
active set selection used in the context-aware vertical Soft handaofl aleorithn A\ SH
[¢8 AV 00 o e fulwn

i 5 F-1o 1
for heterogeneous wireless networks.

itti ' ' ! g P N Ctrapstat iy prowey o 1S
Let P; be the total transmitting powel of 35 j. P, be the transmntting p

he the channel gain between user pand 135 0o he the anthoona
the SITNI ccaved i 1o

to user 7. C } e
factor. and N be the thermal notse power. Foxpress <.
from BS j. in terms of Pij. Ciy, v and N, o |

i * gtrategies hase weived Sional Strength CHHSS
Compare the vertical handoff strategies based on Re o a :
Signal to Interference and Noise Ratio (SIN R) respectively



Indian Statistical Institute
Semester-1 2014-2015
M.Tech.(CS) - Second Year
End-semester Examination (8 December. 201.1)
Subject: Compiler Construction
Maximum marks: S O Total marks: 5 (»{ l)urntiuu?) hrs

Please keep your answers brief and to the point.

1. Consider the following Syntax-Directed Definition (SDD).

20 mat e
E-TC {C.t = T.tlist; C.f = T.flist;
E.tlist = C.tlist; E.flist = C.flist; }
C—orMTC { bp(C.£f, M.place);
Cl.t = C.t + T.tlist; Ci1.f = T.flist;
C.tlist = C1.tlist; C.flist = Cl.flist; }
C—oe { c.tlist = C.t; C.flist = C.f; }
T—>FR { R.t = F.tlist; R.f = F.flist;
T.tlist = R.tlist; T.flist = R.flist; }
R—>and M FR, {bp(R.t, M.place);
R1.t = F.tlist; R1.f =R.f + F.flist;
R.tlist = Ri.tlist; R.flist = R1.flist; }
R—e¢ { R.tlist = R.t; R.flist = R.f; }
F - id; relop id; { F.tlist = 1; F.flist = 0; }

M—e { M.place = nextlocation(}; }

(a) Is this SDD S attributed? Is it L-attributed? Justify vour answers in 1-2 lines each (You wall not g

. . . R
any credit unless you can correctly justify your answers.) .

(b) Convert the SDD into a form suitable for bottom-up parsing by using marker non termnals Yeond

, :
introducing unnecessary marker non-terminals.



P Y l S ‘&Ck
l 1 lll()(llh(‘(l l .R l)dl‘ﬂ(l [()l YOolur )J)l) 111 (l)) lh&t uses a Value St&Ck alld a S' dte/s Illl)()
Consider a

1 LAY S i i stri Re—WZl‘ € the Semantic aCtiOn.‘ (0)
N 1 ‘11 J \'Ilil(‘ |IJH' “lll;" H gl\'(f“ 111})Ut str g S
ta date semantic action \ h Y

l . g { 1 ( 11 ()f (‘I(‘[]l(‘]’ ‘ e value sta k YOou y 111 ultlpe
t (3] t lA.. (AR S P 1 111 terls ! mts o C. ma assume at I
th non ey Tl -

ttribhutes sles ora C SV YO H l) SLO 1 he axn ele e O e ue stack. {
« it ol a \ill! ll raminar sy llll al C orec S, e m Ill: f (]l \/al es k 5
tin e S ~ .

< Compute the FOLLOW <ot for Ii.

NOW sIppose we want to write a recursive, top-down, predictive translator for the given SDD.

antities involved in the SDP are integers, write C code for the function corre-

valid C syntax. You may assume that the procedures for the other
won termmnals are available 1o VOUL [6}

Assunnng thar all qu

spondi to It You shonld use

o



. 2. Consider the following C function: (34 marks)

static void dot_prod (int *A, int *B, int num, inl prod)
{ . »
nt 1, J;
prod = 0;
for (i = 0; i < num; i++)
prod += Af[i] * BJi|:

return:

(a) Translate the executable statements in the above program into three-address code. o]
(Do NOT perform any optimization at this stage)

(b) Write down the Quadruple representation of the above three-address statementan (a) (0]



() Generate machine code for the above three-address code in (a) where the target machine is a byte

addressable one with four byvtes to a word and n general purpose registers, RO, R1, ..., Rn-1.L

has tw o-address instruction of the form:
op source, destination
m which op is op-code, and source and destination are data fields. It has the following op-codes:
MOV
ADD
SUB
INC (INC a, increments a)

CMP  (CMP x, y sets the condition code to positive if x > y)
CZ< (jump to z if the condition code is negative)

For handling indexing and pointer 1y pe operations in three-address statements, assume that the
cwrent location i available on the stack (ST) that grows from low address to high address and the

stack potnter (Si) points to the beginning of an activation record. (10]



(d) Optimize vour code in (a) by using whichever of the following techniques are applicable: constant
folding. global common sub-expression elimination. copy propagation. dead code ehimmation. code

motion, and induction variable elimination. 2]



INDIAN STATISTICAL INSTITUTE
First-Semester Examination: 2014-2015
M. Tech. (CS) 2™ Year
Artificial Intelligence

Date: 8.12.2014 Maximum Marks: 100

Duration: 3 hours
Answer any ten questions. All questions carry equal marks.

1. Consider a sliding block puzzle with the following initial configuration:

Wwiw{w[B[B[BJ[E

There are three white tiles (W), three black tiles (B), and an empty cell (E). The puzzle has the
following moves:

a) A tile may move into an adjacent empty cell with unit cost.

b) A tile may hop over at most two other tiles into an empty cell with a cost equal to the
number of tiles hopped over.

The goal of the puzzle is to have all the black tiles to the left of all the white tiles without regard

for the position of the empty cell. Define the problem as a state space graph problem and find a

sequence of moves that will transform the initial configuration to a goal configuration. What is
the cost of the solution?

[4+6=10])
2. Perform the minimax search procedure on the game tree shown below in which static scores are
all from the first player’s point of view and MAX is allowed to move first. Perform the left-to-
right and right-to-left a-B pruning procedure on this tree and show how many n9des can be
pruned. Discuss why a different pruning occurs. [3+(3+3)+1=10]
A
MAX M I\’II
. 0 ‘ . '
3. Define the constraint satisfaction problem and solve the following cryptarithmetic problem:
SEND
+MORE
MONEY

[2+8=10]




5

10.

11.

12.

A the following: ] .
a)ns;]e;w teha(t) (gx) (%(x) A Q(x)) -~ (3x) P(x) A (3x) Q(x) is valid whereas the converse (Ix)

P(x) A (3x) Q(x) — (3x) (P(x) A Q(x)) is not. '

b) Pfroz/e using semantic tableaux approach that the following sentences are mut}xany
consistent. “All Indian citizens who are adult have right to vote in election. Mary is an
Indian citizen and has voting right. Mary is an adult.” [6 +4=10]

Answer the following: ' .
a) Prove thatif a is a logical consequence of a set of premises Y, then there is a tableau proof

ofafromy.
b) Prove that a clause C is a logical consequence of a set of clauses S if and only if the set S’ =
S U {~C} is unsatisfiable. [5+5=10]

Consider the following set of sentences. “Mary will get her degree only if she registers as a
student and passes her examination. She has registered herself as a student. She has passed her
examination.” Prove that “she will get a degree” using both

a) semantic tableaux approach; and

b) resolution refutation method. [5+5=10]

Answer the following:

a) Write a program in Prolog for pre-order traversal of a binary tree. The traversal method
stores the elements of the tree in a list.

b) Explain with example the differences between red cut and green cut in Prolog. [6 + 4 = 10]

Answer the following:
a) Write a program in Prolog for merging two ordered lists.

b) Describe the difference between the following two codes (i) and (ii) written in Prolog when
the goal query is “grandfather(james, X)”:

(i) grandfather(X,Y):- father(Z, Y), father(X, Z). | (ii) grandfather(X,Y):-father(X, Z), father(Z Y)
fa(her(;amgs, rqbert). father(mike, william). father(james, robert). father(mii«e, ;vﬂhalia() T
father(william, james). father(robert, hency). father(william, james). father(robert, hency).

[5+5=10]

What are the main features of an ex i i
n pert system? Explain with examples the fo d
backward chaining approaches in a rule based expert system. P 2+ 41':.'1":11'5; E118]

Answer the following:

a) Discuss the Bayes’ theorem for the probabilistic reasoning

b) Suppose an initi;l observation S; confirms some hypothes{s h with the belief MB = 0.3. Th
secor)d observation S, performs the same hypothesis h with the belief MB = 0.5 F: d the :
certainty factor of the hypothesis h using two observations S; and S,. [.5.+ én = 10§

Describe the following:

a) Dempster-Shafer theory of evidence; and
b) Simulated annealing approach, [5 1
+5=10



Collateral, and Income, considerin
will be selected first, based on inf

ormation gain.

Credit history | Debt | Collateral Income Risk
bad high none $0 to $15K high
unknown high none $15K to $35K high
unknown low none $15K to $35K | moderate
unknown low none $0 to $15K high
unknown low none over $35K low
unknown low adequate over $35K low
bad low none $0 to $15K high
bad low adequate over $35K moderate
good low none over $35K low
good high | adequate over $35K low
good high none $0 to $15K high
good high none $15K to $35K | moderate
good high none over $35K low
bad high none $15K to $35K high

13. Let I = <U, A> be a decision table, where U = {x1,

8 Risk as decision attribute. Explain which condition auribute

[2+2+4+2-10)

....... , X7} is a nonempty set of finite objects,

the universe, and A = C U D is a nonempty finite set of attributes. Here, C = {Al, A2} and D
are the set of condition and decision attributes, respectively.

U Al A2 D

x1 16-30 50 yes
x2 16-30 0 no
x3 31-45 1-25 no
x4 31-45 1-25 yes
x5 46-60 26-49 no
x6 16-30 26-49 yes
x7 46-60 26-49 no

In the context of rough set theory, explain the following with the ab

a) lower and upper approximations of decision attribute,
b) boundary region of decision attribute, and

¢) degree of dependency and signi

ficance of a condition attribute.

ove example data:

[(2+2)+2+(2+2)=10]
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Note: Answer all questions

1. An association formed by some of the faculty members of a university runs a few boarding houses
near the university campus for providing accommodation to the students. Each boarding house has a

manager, who is a Faculty of the university. The association maintains a database using relational
model. The schema is:

Boarding_house (bh_name, address, phone_no, manager_name)
Room (boarder no, name, room_no, room_type, seat_rent)
Student (boarder_no, name, dept, course, year, student_type)

The university also maintains a student database using relational model again. The schema is:

Student (roll_no, st_name, course, dept_name}

PG (roll_no, subject)

RF (roll_no, stipend, emp_no)

Dept ( dept_name, budget, phone_no, building_no)

Faculty (emp_no, name, specialisation, designation, basic_salary)

The university has two types of students; post-graduate(PG) and research-fellow(RF). Accordingly.
student_type attribute in the Student relation of the Association schema can have only two values
The emp_no attribute associated with the relation RF in the University schema indicates the
supervisor of a research fellow.

Design a global conceptual schema using relational model to create a multidatabase. Show the entire
synonym/homonym/hypernym table for appropriate linking among the two databases and thus derive
the global schema. (15)

2. Three sites at Kolkata, N.Delhi and Mumbai participate in the execution of gl'obal trap;actnons
Kolkata originates a transaction T1 and N.Delhi and Mumbai participate. N.Dglhu also orngunate1§1g
transaction T2 where Kolkata and Mumbai participate. After Kolkata and N.Delhi send <prepare
and <prepare T2> respectively to all participating sites, both the sites go out of order. Iflb:,t: c:f thteor:
recover after sometime and the systems at all the sites follow two-phase commit protocol, what act:
the systems would take at Kolkata and N.Delhi for both the transactions if,

a) Kolkata recovers before N.Delhi

b) N.Delhi recovers before Kolkata. (5+5=10)

3. In a distributed database environment an educational institute maintains a database with the following
relations :

Faculty (emp-no, name, dept-name, campus, designation)
Student (roll-no, st-name, dept-name, course, year, campus)
Stipend (roll-no, st-name, amount, course, year)

Personnel (emp-no, name, address, basic-salary)



)

insti mpuses at Delhi, Bangalore and Kolkata where Kolkata is the Hc-_jad-guarter.
I:: lenrfttilrt:tgat::zat:;eies cn?air?tained at the Head-quarter. While tht'a rela_tion_ 'Personnel' maintains data
about all the employees of the institute, the relation ‘Faculty’ maintains data 'ab'out the faTculty
members only. So, the attribute ‘'name’ in 'Faculty' is a subset of @he_ sa'me attn'bute l.n Perso'nnel ..For
‘Faculty' and 'Personnel’ relations 'emp-no' is the primary key wh|l¢_a in 'Student' and 'Stipend' relations
‘roll-no’ is the primary key. Two queries are given below, which are executed at. all the three
campuses. Find the appropriate hybrid fragments (considering both horlzpptal and vertical fragmepts)
to be distributed among the different campuses so that they will be sufficient to answer the queries.
The qQueries are:

i) Find all faculty members with their name, address and designation for basic-salary >
50000.

i) Find the total amount to be disbursed per month as stipend among the students at each
campus.

(15)

Two relations Rt and R2 are placed at two different sites S1 and S2. R1 and R2 have a common
attribute "a’ which is the primary key of R2. The relation R2 is also much larger than R1. R1 and R2
are to be joined and the result is to be kept at S1. Provide an appropriate joining strategy so that
entire R1 or R2 are never transferred from one site to the other.
(10)
_X_
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NOTE: You may answer all questions but maximum marks attainable is 100.

Given two 2x2 matrices A and B, show the program graph that computes the product matrix € - A =« B, and
the sum S of the four elements of C.

Consider the operations ‘multiply’ and ‘addition’ as two fine grains.
For an arbitrary processor, it is given that the addition operation needs 10 CPU cycles, and the multiply
operation takes 100 CPU cycles. The interprocessor communication delay is 200 cycles.

(i) Show the scheduling of the fine grain program using maximum number of processors required to

utilize the maximum software parallelism existing in the program. Find out the speed-up and
utilization.

(ii) Can you use grain packing to optimize the number of processors that improves the speed-up and
utilization? If yes, compare the results with those obtained in (i} and justify.

[6+6-8 20]

2. (a) A parallel program is designed for a parallel machine with (2N-/)-nodes interconnected by a binary trec
interconnection (N=2"). If the program is executed on a parallel machine with 2N-nodes interconnected by a

hypercube interconnection, will there be any slow down? Assume the nodes are of same computing speed
Justify your answer.

(b) Define a pancake graph with each node of degree (n-1), using the group-theoretic model of Cayley graph
Prove that the graph is undirected.

Find one shortest path from a node (24 13)toa node (3 4 2 1) on a 24-node pancake graph. showing the
respective generators in each step.

[104(3-4-3) 20]

3. Describing briefly the Fast Fourier Transform (FFT) technique, show how tl'mc FFT of an nput
sequence of length 8 can be computed on butterfly network. Indicate the parallcl time complexity of the
algorithms in the following two cases : . o

(i) when values of the required powers of @ are supplied to the processors a priori,
(ii) when the processors need to compute the powers of o while executing the algorithm.

L. _ 2mn .
Here @ is an n®(n=2") primitive root of unity,ie., w=e¢ 17 N(-1). (82505 18]

4. Describe the Batcher's odd-even merge sort algorithm for sorting a sequence of elements. Prove its correciness
by using 0-1 principle. .
. : ’ - e sort technique.
Draw a sorting network for sorting 10 elements by Batcher’s odd-even merg, q [7:5+8 20)

5. a) Describe a parallel algorithm for the problem of finding all-pair shortest paths in a weighted graph which will
run on a cube connected SIMD computer.

P.T.O



6

b) In a hypercube of degree n, how many distinct paths of length k<n exist bf:twegn two nodes w ?nd v, if.the
shortest distance between the two is of length ? Paths are distinct if they differ in at least one intermediate
node. Also, find the number of edge-disjoint paths between u and v. Justify your answer.

[16+5=21)

What is the output of the OpenCL kemel code given below? o o
Is there any option to optimize this kernel to get better speed up avoiding conflicts in shared memory? If yes,

explain the procedure and justify your answer.

Input data : idata ( a matrix in row major order)
OQutput data : odata ( Resultant matrix )
Dimension of the matrix: width x height

—kernel void program(___global float *odata, __global float* idata, int width, int height)
{

unsigned int xindex = get_global_id(0);

unsigned int yindex = get_global_id(1);

if (xIndex < width && yindex < height)
{
unsigned int index_in = xIndex + width * yIndex;
unsigned int index_out = yindex + height * xIndex;
odatafindex_out] = idatafindex_in];
}
}

[5+2+6 = 13]



Data Mining - Fall 2014
M. Tech CS II End-Sem Examination

Time: 3 hours 12 201y
Full marks: 50 —_— -

The question paper carries 58 marks. Answer as much as you can. The marmmum you can scon

is 50. The last page, which contains two figures for you to draw on them. should be attuched wath
your answer sheet.

1. Consider the sample data points shown in Figure 1. The points belong to two classes, one set
is marked in red round shapes and another set is marked in rectanpgular black shapes For a
linear SVM draw the following on Figure 4, which is a copy of Figure 1.

(a) Mark the set of possible support vectors for the SVM
(b) Draw a reasonable separation line for the SVM

(c) Show the margin that is maximized by SVM
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Figure 1: A set of sample data points, belonging to two classes.

(3 4+ 2+ 2 = T marks)



*)

Suppose vou are given the name A of an entity that belongs t'o some category C. Come up
with an algorithm to find a few names of other entities belonging to the s(.nne category. You
can use a weh search engine such as Google which allows you to search with any text query,
gt the hst of results and their snippets as shown by the search engine, but you should not
visit any result page and use the full text of that page. The structure of no such page is
known beforchand. You have to stay within the search engine’s main page and cannot click
o any of the results to read a full document.

For example, the given entity can be football, which happens to be the name of a sport. Your
algonthm should ontput a few names of other sports. Similarly, the given entity could be
tomuato, which is a regetable. Then your algorithm should output the names of few other
vegetables. Note that the category is not given beforehand. Also, even if there is some
webpage which lists the names of several sports including football, your algorithm should not
1y to find such i page and mine the content of that page.

While it would be easier to try a few approaches using Google hands on, right now you will
have to depend on vour intuition. While evaluating, however, your approach would be tried
hands on to verifv to what extent it works.

(5 marks)

Deb can decide to go to the institute by one of three modes of transportation, car, a combi-
nation of metro and bus. or train. The car is the most comfortable choice, but is costly, and
becanse of high traffic. there is a 40% chance he will be late. If he goes by metro + bus, the

11 costs less but the probability of being late is still 40%. The train is usually the fastest, the
probability of being late is only 20%. but is terribly crowded.

Suppose vou know that Del happens to use the car 50% of the time, takes the train 30% of
the time and uses the metro and bus combination for the rest of the days. If you see him
coming late some day. what is the probability that he came by car that day?

(5 marks)

Design MapReduce algorithms to perform the followin

. - Write the map and red i
explaining why they would work. ’ g reduee algorithis

Gt From many documents containing integers determine the largest integer

thy Let and S be two relations with the same schema. Compute the difference R-S

(545 = 10 marks)

Consider the NRA algorithm for i -
. ¢ ' geregating list . ) .
union of all the individual lists L forgz‘ hgl S Ly, -, Ly, where the resulting list L is the
) - y -

\ -t the i --»m and the score of one ite i i
A “mk‘-): 1;5 scores an-each of the individua) lists. Explain whether the NRA ;l)pai(;Zc}Ill lSotllls
wWork af the acorepat; ion 1 ; b
N mn):]d\:;:)r;l\-p,:\t;:)lll function is (a) mazimum, (b) multiplication, instead of sum. To show
NR. h an aggregation function explain ho :
, W the bounds would be com d
pute

and how thoge would increas r n If NRA d k with
nd ‘ ' ubsequent steps would not wor i
Al aggregation function accordinglv explain why . 1 i

2



From the above, what property of the aggregation function do you find

as essential for NRA
eded, you may use some examplc

, if ne » of your own. or the

one in the slides.

(1 + 4+ 2 = & marks)
. Let G = (V, E) be a social network graph with
of G consists of two disjoint communities (
and 60 nodes respectively,
Figure 2.

VI = 100, Assume that a given clustering,
in other words, subset of nodes) Vyand Vi, of 40

and there is only one edge going between Vyoand Vs as shown 1

V

1
(number of nodes = 40)

(number of nodes = 60)

Figure 2: A diagram representing the graph ¢;

Suppose a, b, ¢, d € V' are four distinct nodes and suppose the neighborhood profiles of the
four nodes are as follows:

N(a) {32,60,61,75.100,...}
N() = {10,40,41,65,100... }
N(c) {15,64,100, ...}
N(d) (25,74, 100, . ..}

Il

From this information, what can you infer about the positions of the nodes a b and
Figure 27 Justify your answer. Along with your explanation. show the positions of a. b.c and
d on Figure 5 which you are going to attach with your answer sheet.

(2 1 - Sanarksy

Let S = {s1,s5,--} be a stream of IP addresses (represented as 4 byte HON-NEEAtIVe it egers)
) = 1 ‘ e
and let Z be; t};e set of all non-negative integers less than or equal to 27" - 1 (in other words,
64-bit integers). Let A : S — Z be a hash function which supposedly hashes any element of
S to some 64-bit integer with equal probability. | - "
Now, if you are given that the minimum hash value of h(s) scen so far is M (T' / tlu-xlx wonle
you i)e z};ble to provide some estimate (in terms of M) for the number of distinct elements
seen so far in 57

(5 marks:



s In this problem. we will examine the union and intersection of two blf)om ﬁl.ters. I'Jet S
and S, be two sets of elements and let A1, ..., -Ax be a set of hash functions using whlf:h we
(mmr-uvt bloom filters for S; and Sa. As you know, the bloom filter B(S) for a set S is the
bit vector where the m-th bit is 1 if and only if for some hash function h; and some e}ement
a < S, hfa) =m. Given two bloom filters, we can produce new bloom filters by bitwise OR
or AND operations. Figure 3 shows an example of two such bloom filters B(S;) and B(S,)
for two sets §; and Sy, and also two more bloom filters obtained by bitwise OR and AND

operations of the two bloom filters.

LIRS 1 11 S 1

L N U ST S S T 1
BAHIBSH 1 1 1 1 1 111 1 1:1
BMSH& RSy 1 PR

Figure 3: Example of bloom filters obtained by bitwise OR and AND operations.
Prove the following,.

(i The bitwise OR operation of B(S1) and B(S3) produces the same bloom filter which we
would obtain by directly constructing a bloom filter from S; U S,. In other words

B(SDIIB(S2) = B(S1U S5)

(hy However, the bitwise AND operation of B(S1) and B(S3) does not produce the same
bloom filter which we would obtain from S1 N Sy. In other words,

B(Sl)&B(SQ) # B(Sl N 52)

(5+5 = 10 marks)



Y -
A 3
} 1 ‘.. v
e gt
vVoor g s, 20
& ~\\_0¢
] '.-’ s'
. . n‘.< "
8 3?0
) - )
. ......o. 'l | ) \‘Q‘
. M A - ~.‘ -
e o 0.0.‘.. ! 'S . (
. ."‘..'0.0: [}
* . . [
P ¢ .c ‘::n.: -
« T % e e ve A
P o ® . *® 4
A -
o d hd .
L J -
.
. ®

Figure 4: A set of sample data points, belonging to two classes (Problem 1).
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(number of nodes = 40) (number of nodes = 60)

Figure 5: A diagram representing the graph G (Problem 6).
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Notes. Answer all questions. [Open book/note/Internet examination)

Q1. A simple PCFG is given below.

Grammar Prob Lexicon

S — NP VP 0.8 Det — the |a | that | this

S — Aux NP VP 0.1 #10 06 02 0.1 0.1

S — VP 0.1 Noun — book | flight | meal | money

NP — Pronoun 0.2 01 0.5 02 02

NP — Proper-Noun 0-2] 1.0 Verb — book | include | prefer

NP — Det Nominal 0.6 0.5 02 03

Nominal — Noun 0.3 Pronoun — | | he | she | me

Nominal — Nominal Noun 0.2] 1.0 05 01 01 03

Nominal — Nominal PP 0.5 Proper-Noun — Houston | NWA

VP — Verb 0.2 08 0.2

VP — Verb NP 0.5] 1.0 Aux — does

VP — VP PP 0.3 1.0

PP — Prep NP 1.0 Prep — from | to | on | near| through
025025 01 02 02

As the grammar is not in CNF, consider the conversion of the above grammar in CNF. Production rules
for S are changed in the following set of productions which are now in CNF:

S>NPVP ?
S>X1VP ?
X1 - Aux NP ?
S - book | include | prefer

? ? ?
S -> Verb NP ?
S->VPPP ?

i n the
[Production rules corresponding to the other non-terminals are not shown here but other tha
above rules, there is no more productions for Sin the CNF.]

The question marks (8 such) in the above CNF indicate the contesponding ru'|e probabilutn:sb. C:)hr:pcu':;
these probabilities from the original grammar so that probability of any s.trllng generate JuyStify -
version of the grammar remains same as that of the one given Py the original g.rammar.

answer (word of caution: writing the probabilities only will NOT give you any credit).

(12]



Q2 Consider the following English sentence:

BLEU is designed to approximate human judgement at a corpusvlevel, and

performs badly if used to evaluate the quality of individual sentences.

[Students NOT comfortable with Bengali please go to PART B]

PART A.

When the above English sentence is sent to two different English-Bengali
machine translation systems and their outputs are given below:

System 1: @S IAT TA &5 AET TfRsre O e[l fAETES A&y MV &
AT BTE 97 936 I S aft T |

System 2: @6 FMTEN TR AT TH FACTA ST TTA PRI HF 233 A7 At
Fa@ 1% 13 AT T AqH FA H |

Evaluate the BLEU score for both the systems using the following

Gold Reference.

Gold: @S tof T@® F15-1 MR I @ TN AP FIAE O o6 INTI
SIS N BIE AG1R FAF @@ A6 A1 Hemdt 7 |

PART B:

When the above English sentence is sent to two different English-Hindi machine
translation systems and their outputs are given below:

System 1: &3 T Y & R AT HeATohe] TANAT & | TG IelT-3e9T areral
A wwmﬁﬁvmmgﬂmﬁm% |

System 2: &3 U HI¥ & TR W AAT Fediaa F F [0 sose dar d | ik
mm&mwmmasﬁmm%aammhmw% |

Evaluate the BLEU score for both the systems using the following
Gold Reference.

Gold: &3 0 &1d9d F R A 0T F F RCAAR Y | 3 sremr e gt ©
gvmmwmmaaﬁvmqﬁmmamaﬁ% |

[Note: Consider up to 3-grams only in computing the required BLEU score]

[10)



03. Gen.der information (masculine, feminine, or neutral) of each antecedent is very vital for
pronominal anaphora resolution. Consider the following discourse:

Putum has a sister named Katum and she is eight years old. Recently, Putum
and Katum got a pet dog, Jonjo and itis two years old. Jonjo is very happy in its

new house. Putum talks everyone about his new playmate. Katum too is very
happy with her new pet.

There are three proper nouns namely, Putum, Katum and Jongo which play the role of
antecedents for resolving the pronouns appearing in the above discourse.

Assuming that you apply EM algorithm for finding the gender information for the
antecedents, derive the following probabilities after the first pass of the EM is executed:

Prob(.masculine | Putum) = ?; Prob(feminine | Putum)=?; Prob(neutral | Putum)=?

Prob{masculine | Katum) = ?; Prob(feminine | Katum)=?; Prob(neutral | Katum)=?

Prob{masculine | Jonjo) = ?; Prob(feminine | Jonjo)=?; Prob(neutral | Jonjo)=?

Note that initially all these probabilities are 1/3.

[Hint: You may use IBM Model-1 to compute the probabilities using EM. STOP after first pass.)
(20]

Q4. idioms are integral part of any language. Assume a sufficiently large language corpus is
divided into nine parts (ry, ra, ..., ). You observe the numbers of idioms in three parts (ie.r,r,
and ry) are 200, 100 and 300. So the observed mean(n) is 200. For distribution of idioms, let p,
denote the relative probability of observing idioms in r; and n; denote the number of idioms
observed in ri. Find one possible distribution (write down the values of p's and n/'s) of the
idioms in the nine parts which is consistent with the following two constraints and the

distribution should have maximum entropy over the other possible distributions:

9 ) 2
Constraint 1: 7 = Y np, ; Constraint 2: rp =1

=1 1=l
Justify your answer.

[Note: three n; values are given.]

[15]
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Note: Notations used are as explained in the class.

. For a pair of random variables (X, Y), prove that H(X,Y) = H(X) + H(Y|X). Here H(X) denotes
the entropy of the random variable X. 8]
- Prove that I(X;Y) > 0 where equality holds if and only if X and Y are independent, 7

- Let X = {1,2,3} and X1, X5, X3... be a time invariant Markov chain where X, take values from
the set X'. The transition matrix is

2/3 1/6 1/6
P=11/2 0 1/2
1/3 1/3 1/3
Find the stationary distribution of the Markov chain. 8

. Let (X,Y) have the following joint distribution:

X
2 3 4
v 1
1 18 1/16 1/32 1/32
2 1/16 1/8 1/32 1/32
3 1/16 1/16 1/16 1/16
4 1/4 0 0 0
Find H(X), HY),HX|Y), HY|X) and I{X;Y). [13]
. State and prove the data processing inequality. o,
. Prove that for any instantaneous code over an alphabet of size D, the codeword lengths 1yl .. L

must satisfy the inequality

S bk <L

Conversely, given a set of codeword lengths that satisfy this inequlity. there exists an instantaneous
b

15
code with these word lengths. 15,
15

. Prove that the Huffman code is optimal with respect to the expected length. 15!
. . _ 9

. Define channel capacity, noisy typewriter and the set of jointly typical sequences. 19

. : 115,
. State the channel capacity theorem and give an outline of the proof. e
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Answer as much as you can.
1. a) Calculate a 4 x 4 matrix to rotate points about the vector A = [11 1} by 90°. (5)

b) Refer to the following figure. Calculate a chain of 4 x 4 matrices that. when post-multiplied by
the vertices of the house will translate and rotate the house from (3. 0, 0) to (0, -3. 0). The
transformation must also scale the size of the house by half, (6)

¥

300

+\ (©.-3.0)

¢) “S” is a scaling that contracts any shape by a factor of 1/3 along the x-axis. expands a shape by a
factor of 7 along the y axis, and leaves things unchanged along the z-axis. What is the 4-4 matrix
representation for S? (4

d) Are the transformation operations of uniform scaling (S, = S§,) and rotation commutative? If ves. .
prove your answer. If no, give a counter-example. ()

2. a) The tree below represents a quadtree subdivision of a square. The lgﬂmost branch is the upper
left quarter, the next branch is the upper right, the third-branch is the lower .lcﬂ..apd the
rightmost branch is the bottom left of a region. The leaf nodes are Iabelleq A —~J. Subdivide t’hc
square below to indicate the subdivision of the quadtree. Label each portion of the squarc with

the appropriate label (A —J) from the tree. (5)
A B C
D E F
G H I J




he dimension of the Koch Curve, formed as

b) What do you mean by fractal dimension? Calculate t @+3 = 5)

shown below and explain your steps:

N\

A

¢) In the tollowing, we want to apply the scan line algorithm for rasterization of random polygons in
213 to this example:

7 e

4 —-

3

scanline 3

!
{- scanline 2
i

-k scanline 1

i
|
'
o 1 2 3 4 5 6 7

1) Write down the complete edge table (ET) that is used by this algorithm.

1) Write down all entries in the

active edge table (AET) when the current scanline is at position 1, 2
and 3 respectively (cf. image).

(4+6 = 10)
3. a) Given a camera position P, a vector normal to the image plane /V, and an up vector Vup, describe
how to convert a point W in world coordinates to a point in camera coordinates. Provide your final
answer in the form of one (or a product of many) transformation matrix. As a hint note that the

ongin in camera coordinates is located at P and the world coordinate axes must be rotated to align
with the camera’s coordinate axes.

(6)
) I)cyclnp a scan conversion algorithm to draw an ellipse whose major axis is oriented at an angle
specified by the user. Explain your steps. (14)

4 a) Consider the following two CSG (Constructive Solid geometry) trees. Do they represent the
same shape (give reason, including a sketch of each operation shown in the trees)? The only

primitive used is a rectangular solid, as shown below. In the tree, rotation is denoted by R (axis,
angle). and translation by T{(x, Y- 2). The operators have their usual meaning in the trees. (10)
CSG Primitive: ,
Z
box( x_ength. v_length, = _length)



Tree 1: /

T(0. 30. 30) R( X. 45) T(0. -20. 0) box( 20, 20, 20)

/ T(10.20. 0) R( Y, -90) box( J0, 10, 10)

/ T(0. 10. 0) box( /0, 10, i0)
box( 40, 10, 10)

Tree 2: -k

/ T(20,30. 30) R( Y, 15) box( 5, i0, J0)

LU*
/ \
T( 20. 30, 10) box( 10, 16, 20)
U.

// T( 0, 30, 0) box( 30, 10, 10)

box( 10, <0, 10)

(b) Suppose a Bézier curve C(u) is defined by the following four control points in the XY-plane:
Py =(=2, 0),P;=(-2,4), P, =(2,4)and P; = (2, 0).

i) What is the degree of C(u)?

ii) What are the new control points if the degree of the original curve is increased by one?
(344 =7)

(¢) Two cubic Bezier curves, with control points Py, P;, P,, P; and QQ,Q, Q..Q; respectively. are
joined together at P; = Q,. What must be true for them to meet with C' continuity and why? (3

5. (a) Define the term depth buffer (z buffer) and explain how a depth buffer can be used to solve the
hidden surface problem without explicitly computing polygon intersections. (10)

(b) Below is a concave polygon with a hole. Draw a BSP tree with suitable explanations that
represents this polygon. The letter appearing near each edge is the label you should use for that
edge in your tree. State what 'in'/'out' convention you are using, and label the leaves of your trec

appropriately. (10)




6. (a) Consider a scene that contains 5 collinear points,‘ A,‘ B,‘C, D? and E, where collmgarnty is
defined in 3D coordinates. Suppose a perspective projection is carried out on the camera image.

(i) Will the order of the projected points (along the projected line) always be the same in the
camera image? If yes, argue why this must be the case. If no, provide a counterexample.

() Prove that under perspective projection the projected points are collinear in the %;) 6imagg)e:
+6 =
plance.

(b) In the Cohen and Sutherland clipping algorithm, it is required to clip a number of lines agair}St
a screen area starting at (100, 100) and opposite corner at (200, 200). Calculate the end point
region codes for the following lines:

{240, 0) 10 (150, 150)
(50, 150y 10 (150, 50)
(150, 120)10 (180, 120)
(150, 250) 10 (150, 50).
Mention the lines that will be further clipped and why. @4+3=1)

(¢) Assume a Gouraud shading model for the triangle below. Pixel A has been assigned the color
(100,100,100), pixel B is color (80, 50, 50) and pixel C is (70, 90, 70). What color should be
assigned to pixel D? Explain. 4

7.(a) The colours D, E. and F are defined in terms of the R, G, and B primaries as:
D=10R+0.5G

“=1.0R-0.5B
‘ F=10R
(1) What arc D, £, F valucs that produce an equivalent stimulus to the eye as R = 0.0, G = 1.0,

and B 1.0?

(i) Write the equations that map from three values in DEF colour space into RGB colour space

(1) Can the colours D, E. F be considered as primaries? Justify your answer

(3+4+3=10)

(h) What do you mean by image morphing? Ex

. : plain the steps invol i i
morphing algorithm with a suitable example ps imvolved with the warping part of a

: (3+7 = 10)

8 W rite short notes on any 2 of the following: (10x2 =20)

(a) Key -frame Animation.
(b) Phong Specular Reflection Model.

(¢) HSV Colour Model.

(d) A-buffer Algorithm.
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5.(a)

Describe the link list implementation of the perfect skap lList. where i cach level, i
even numbered elements are copied to the next level. Analyze the query time com

plexity for searching a key value in your implementation of the skip hist. and the space
required for maintaining your data structure.

If each clement in a layer is copied to its next higher level with probability 7 then

analyze the expected search time in that skip list. 6«16 16

Let P = {p1.p2....,pa} be a set of n points in M2, The objective 1o wdentifs o pan

of points pq.pg such that d(pa, ps) = ming ; d(p,.p,). where d(.. .15 the Fuchdean
distance between a pair of points.

Show that a randomized algorithm for this problemn can be desped withy expected
time complexity O(n). 1

. Consider the problem of testing equality of two n bit numbers. Show that using the

communication of O(log ) bits, one can report the correct result with high probainhty

You must derive the probability of false positive and false negative replies by vour
RINZ

proposed scheme. )

. Max-SAT problem is defined as follows: Given a boolean formula in CNF over

variables x;, %2, ....%n, and a weight w; for each clause C;, I <1 <. find the truth
assignment to variables such that it maximizes the sum of weights of t.hv satisfied
clauses. A simple randomized algorithm is designed as follows: svlvthv 'Vf\rl:\lxltv ‘.r, 1r
with probability 1, and z; = 0 with probability 1. Show that 1)f' H is the sum o
weights of the satisfied clauses then E(W) = %OP’I‘, where O is the optimum
solution.

P . 1 ™ .
izati i stic 5-factor approxima
Describe a method of derandomization to achieve a deterministic 3 facto I[; o
4 ;
tion algorithm for the Max-SAT problem.

Let G = (V.E) be an undirected graph with n vertices. We label the vertices 1'111 |
andomly w{th the set of integers {1,2,... ,n}. Now. we obtain a dirccted graph G by

T 3 &y - ) - s

assigning direction of an edge (i,j)ast—=jif1 <5 otherwise the direction is j  +1

P that if G has a path P of length k, then P is also a path in G’ with probability
rove tha S ;

o =

(k+1)!°



+h-

Now constder the following algorithm:

|

repeat steps 1 and 26 = times
1 Assign directions to the edges of G randoly to get G”.
2 Find longest path in (7.

end repeat)
It the path length as less than & in cach time,
then report failure to get a path of length &
else report success
end
Prove that the above algorithm finds a path of length £ = O(—ﬂ—log’m:”) (if one exists)
i randonnzed polynomial time.

[8+8=16]
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Note: Answer all the questions.

1. Derive the decision rule that minimizes the cost of misclassification for a 2-class

classification problem when the prior probabilities and the class conditional probability
density functions are known.

(8
2. Let X =(X,X,,X;,X,)be a random vector with dispersion matrixX,
31 0 0
1 3 0 ) .
where X = 0 0 4 . Find two principal components of X . [10]
00 -1 4
—p X — —2x . )
3. Let p9=e"ix>0 and p(¥)=2e7 x>0 be probability density functions
=0;x<0 =0;x<0
for classes 1 and 2 respectively with prior probability for class 1 as P. Find the Bayes
decision rule for the classification problem, and find its error probability. [5+5]

4. Write short notes on Probabilistic separability based feature selection criteria. (5]
5. Describe the single linkage clustering algorithm. 15]

6. (a) Describe k-nearest neighbour based density estimatipn prqcedgre.

(b) Derive the k-NN decision rule using the above density estimation procedure.

(c) Describe an algorithm for reducing the size of the training sample set fqr lk(-NN
decision rule. [5+5+6-10]

7. Find the expression for probability of misclassification of Bayes decision rule for 2-

class classification problem where the distribution for each class is multivariate n?gr]nal.
and the dispersion matrices are same.
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1. Explain and establish that the eigen-decomposition of the matrix:

2132 ZIny

=| ¥ w
ZIXIY Zlyz
w w

and subsequently thresholding of the eigenvalues constitute a sound basis for a comer
finding algorithm. I, and I, stand for the following partial derivatives in the formula for C:

C

. (55 ) BN (6.5

x ‘ ax Yy ay
where I(x,y) is the image intensity at the pixel located at (x, y). W in the formula for C is

the local window over which the summations are carried out. (15)

. 2. a) Give (with suitable explanations) a3 x 3 filter that approximates a Gaussian function.
. ‘ K 24y?)
b) Given that the Gaussian at pixel position (x, y) is given by: g(x,y)=e *  show
that the Laplacian of Gaussian (LoG) is given by:

1 x4+ yZ] -1%-’;'1
2G == 2-—— e ?
& > 2z ( o’
¢) Show that the average value of the Laplacian operator described above is zero.
(3+4+8 = 15)

tion image Go is used to generate Gaussian and Laplacian

3. a) An original high resolu : rate o
pyramids. G and Ly are the Gaussian and Laplacian pyramid images at level /, expan

k times respectively.

i) How is G33 different from Gy?
generate G1,1 using G3 3 and the Laplacian pyramid images only.

* ii) Show how to re-
B+ =7)

olor space to segment an image. However, you

b) o using k-means clustering in ¢ :
) e th : lor are indeed clustered together into the same

notice that although pixels of similar co



clusters, there are many discontinuous regions because these pixels are often not directly

next to each other. Describe a method to overcome this problem in the k-means

framework. : 5)

¢) Compare the Canny edge detector and the Laplacian-of-Gaussian (LoG) edge detector
for each of the following questions: ’ A

i) Describe each operator in terms of the order of the derivatives that it computes.

ii) What parameters must be defined by the user for each operator? (142=3)

4. a) The SIFT descriptor is a popular method for describing selected feature points based on
local neighborhood properties so that they can be matched reliably across images.
Assume feature points have been previously detected using the SIFT feature detector.

(i) Describe the main steps of creating the SIFT feature descriptor at a given feature
point

(i1) Name three (3) scene or image changes that the SIFT descriptor is invariant to (i.e.
relatively insensitive to).

(i11) We leamed that SIFT features have a number of invariances, but they are not
invariant to arbitrary changes in the scene. Name three different invariances that are

not addressed by SIFT features. Put differently, what changes to a scene would make
a SIFT feature detector fail? (5+3+3 =11)

b) Suppose we have two classes, each class containing a set of points. We run LDA and
PCA to produce a 1D linear subspace to approximate the points. We find that LDA and
PCA produce the same 1D subspace. Give an example of a set of points that would
produce this result. You can show the set by a simple sketch also. 4

3. In vision and machine learning one frequently encounters optimization problems of the
T

form: = X " i i
J(x) = max Ox" where xe R"and P, Q are two symmetric n X n matrices.

a) The numerator (and also denominator) x” Pxi i ion i
x 18 a quadratic function in th
of x. Show that the gradient of this fu Vi e, roml

oD nction is simpl : :
hold if P is not symmetric — explain. imply the vector 2Px. Will this result

b) Show that J(x) is constant under scaling i.e. J(x)=J(sx) for any se R

c) Show that the optimization problem descri i i
_ cribed i i
following constrained optimization problem:  cedlier parts s equivalent to the

max x" Px, such that x"Qx =1,

l::::ﬁclzcgnr::ag“e Zt:n:iulFipliersl sho;v that the critical values of this optimization problem
cigenvalues for the two symmetric matrice ' i
: . . s P and Q. Note that A

ap fianQal;zcd eigenvalue of P and Q if there exists a non-zero vegtor x such th%lli
(5+4+6 = 15)



6. a) Consider a face database with M face images each of size NxN. Suppose matrix A
contains the M face vectors after mean subtraction. For computing the eigenfaces it is
generally impractical to compute the eigenvectors of the matrix AA” which is of size N*
x N®. So what alternative measure can be suggested to compute the meaningful

eigenvectors with fewer amounts of computations? Give mathematical justification to
your answer. (7)

b) Describe the basic steps of the mean shift clustering algorithm with reference to image
segmentation. &
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Instructions:

Answer all questions. All parts of a question must be
open book examination.

answered in the same place. This is an

1.

2.

Indicate whether the following statements are True / False provided with an brief explanation.
[5X2=10marks )
(@) The NetChange algorithm uses more messages in the worst case for stabilizing
following a node failure as compared to the number of messages for stabilizing
following a node recovery.
(b) A wave algorithm is better than a traversal algorithm, when some information needs
to be sent to all nodes quickly.
(c) Roucairol-Carvalho algorithm for mutual exclusion guarantees fairness.
(d) While the distributed version of the Floyd-Warshall algorithm is in execution,

temporary cycles may be created in a routing path between some source and
destination.

(e) Vector clocks, like Lamport's clock, define a partial order among events.

In the following space-time diagram, vector clocks are being used to timestamp the events.
The initial timestamps are given. Write the timestamps of the events Ex, Ey, and E..

{3 marks)
Py —®
' 1,00 \ f E:

The figure shows a state of Raymond's tree based algorithm for mutual exclusion. Si
currently holds the token. The request queue at each node is shown beside the node. For
example, at Ss, there is a pending request from Sy followed by one of its own.



(a) Which sites are requesting?

(b) In what sequence will the requesting

sites enter the critical section?

(c) Which of these represent possible

sequences in which the requests
were made? Answer Yes/No for

each of the following.
(i) S7, Sa, S4, Ss
S7 (ii) Sa, S3, S7, S5
(iii) Sa, Ss, Ss, S7'
[1+ 4+ 3= 8 marks]

Which of the following algorithms assume FIFO channels? For the ones which require FIFO
channels, you must indicate what may happen if the channels are not actually FIFO.

(a) Ricart-Agrawala Algorithm for Mutual Exclusion

(b) Chandy-Lamport's Algorithm for Global State Recording

(c) Birman-Schiper-Stephenson protocol for Causal Ordering of messages

[3X 3 = 9 marks)

(a) The k-exclusion problem is similar to the mutual exclusion problem, but here at most k
nodes can be in the critical section at the same time, for some predefined constant k. Design
an algorithm to achieve k-exclusion in a distributed system. Argue in brief why no more than k

nodes can be in the critical section at the same time in your algorithm. Analyze the message
complexity (per critical section entry) of your algorithm.

(b) Explain the types of failures (such as deadlock, starvation, and others) that can happen
under the following situations:

i) The channels do not satisfy FIFO delivery in Lamport's mutual exclusion algorithm
i} A control message is lost in Huang's termination detection élgorithm
i) A node Si crashes (shuts off) in Maekawa's algorithm

[4 + 6= 10 marks]
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. For each of the following pairs of functions f.g determine whether f = o(yg) or ¢ otfi W [ oy
then find the first number n such that f(n) < g{n):

(a) f(n) =n2, g(n)=2n? + 100/n.

(b) f(n) = v/, g(n) = 2V1°E™, i
. Write a short note on the Church-Turing (CT) thesis and the strong form of the €7 thess w
. State the Cook-Levin theorem and give an outline of the proof. RN
4. Prove that if P = NP, then NP = coNP. ~
. Prove that there exist oracles A, B such that PA = NPA. and PP # NpB 10

. Prove that for every i > 1, if ¥ = 11¥ then PH = S that is. the hierarchy coltapse -
to the ¢th level.
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Answer any six questions. All questions carry equal marks.

1. a) Write down the image coordinate of a point object (X,V. Z ) using a pin-
hole camera model. Suggest a linear transformation in the form of matrix

multiplication to arrive at this image coordinate formula.

b) Prove that due to perspective projection a straight line in 31D is alwavs

mapped to a straight line in 2D. [6+1=10)

2. a) State three basic principles of photometric model of image formation.

b) Derive the equation:

g(z,y) = ” /oo h(z — a,y — B) fla, B)dad3
All terms have their usual meaning. (347=10]

3. (a) State and prove the convolution theorem.

(b) Prove that the origin of the Fourier transform of an image f{r,y) can be
moved to the center of its corresponding N x N frequency square by multiplving

f(z,y) by (-1)**7. [(245)4+3=10)

4. a) Describe the Hotelling transform and show that it is optimal in the least-
square-error sense.
b) Calculate the sequency of each column of Hadamard matrix of order 8.

[(5+2)+3=1()]

tend
5. Describe the thresholding method proposed by N. Otsu. How do you exten

7+3=10
this method to obtain multiple thresholds? [ ]



6 Desenbe the Fast Fourier Transform algorithm and discuss its computational

[8+2=10]

complexity
ias Define (i) principal axis of an image and (ii) bi-linear interpolation.
tbi It my, denotes the (i, j)th central moment of an image f, and 6 represents

21,
mao—"o2

[(242)+6=10]

the slope of the principal axis, then prove that tan26 =

(i) Wnite short notes on image registration.

(b1 Define mutual information. How do you compute mutual information

between two images. which are co-registered. [5+(243)=10]



INDIAN STATISTICAL INSTITUTE

Mid-Semester Examination: (2014-2015)
M.Tech C.S., 2nd Year

Advanced Digital Signal Processing
Date: 25.2.2015 Maximum Marks: 60 Duration: 2 hours

Note: The marks add up to 73. The maximum you can score is 60. The
exam is open-book, open-notes. You are permitted to use calculators.

Number of question papers required: 8

Questions:

1. Show that the structure given below is an LTI system. Also obtain the
condition which the product H(z)G(z) should satisfy if the system has
to be an identity system. [5+9]

b L ﬂ—ﬂ—ﬂi@v" : >{¢1‘ L

2. For the multirate system shown below

(a) Determine if the system is time invariant.

(b) Determine the transfer function from each input to output.
7+(5+ 5)

[

“1- TmCat




3. Obtain an expression for the output in terms of the input, for the

structure given below:

I S B ST

(10]

4. Design a two-stage decimator which will reduce the sampling rate from
60 kHz to 3 kHz. The decimation filter is to be designed as an equirip-
ple filter with a passband edge at 1:2- kHz and passband and stopband
ripples of 0.02 and 0.01 respectively. Compare the computational com-
plexity with that of a single stage design. [10+5]

(&)

. A real signal r[n] has the Fourier Transform shown below on the left.

A («’1‘4 @\wa Yl
0 R W vy S oy Oy AR

¢ N 2T R W

lt‘ passes through the multirate structure shown above on the right
with H\(z), Hy(z) and H»(2) are zero-phase, real-coefficient lowpass,
bandpass and highpass filters respectively with frequency responses as’
shown below. Sketch the Discrete-Time Fourier Transforms of the out-

puts.
YA N VY £
B ) H (1) Hy () |

O I N o S

¢ wny, 1w \ 0 ‘ .
g C W 20 g 0 -,{—/g 2/); T ¢
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. Let G = (V, E) be an undirected simple graph. Let f : E — R be the weight function of edges.
Formulate the following problems on graph G as a linear programming problem.

(a) Single source shortest path problem.
(b) Single pair shortest path problem.

(10]

Lemma. (Projection Lemma) Let X C R™ be a non-empty closed convex set, and y ¢ X. Then

. rd 'I‘
there exists Ty € X with minimum distance from y. Moreover, forall x € X, we have (y — 1o)" (r
IE()) < 0. ’

Now prove the following theorem.

Theorem. Let X C R™ be a non-empty closed convex set, and let y ¢ X. Then there exists a
hyperplane H = {z € R" : aTz = B,a € R*, B € R} that separates y from z.

[10]
. Let A € R™*" h € R™. Prove that

has a solution if and only if

has no solution. [10]

. Prove that the following Ip problem is infeasible.
min Ty + 2%z + 23
s.t. I1+1'2+113=6
27, +3xr2+23=8

271 + To +313=0.

(10]



INDIAN STATISTICAL INSTITUTE
Mid-Semestral Examination:(2014-2015)

M.TECH (CS) II YEAR

Subject Name: Quantum Information Processing and Quantum
Computation

Maximum Marks: 30 Duration: 2 hours Date: ’2‘/02/ 15

Answer any three of the following four questions

1. a) Let the state of a spin 1/2 particle is |0) which is eigen state of a,.
Show that the results of any spin measurement along any direction in x-y
plane is completely random.

b) Consider the following linear operator A acting on a two dimensional
Hilbert space.;

1
A= =(I +n.o)
2
where n.oc = Y. n;o; (i = z,y,2), n is a vector in R®, ¢’s are Pauli matrices
and I is identity operator .

i) Under what condition A is a positive operator .
ii) Under what condition A is a projection operator.

¢) Show that the projection operator {0, >< 0| can be expressed as
1
|0, >< 0| = 5[1 + 0,

= 10; >
where 040, >= | 34542

2

9. a) Consider following two states |0) and [¢) = 0} + Z 1), where
|0 > and |1 > are two orthogonal vectors. Show that these two states can
not be reliably cloned.



b) Consider the following Unitary operator acting on two systems, each as-
sociated with two dimensional Hilbert space;

Ul0)®10) = [0) ® [0),U]0) ® 1) = [0) ® |1)

Ul & |0) = |1) ® [1),U]1) ®|1) = [1) ® |0)
Show that by using this unitary operator U as physical operation in quantum
mechanics, one can create an entangled state from a suitably chosen product

state of two qubits.
¢) Consider a Swap operator U, which acts in the following way;

Uslh) @ |8) = |¢) ® [¢)

for all possible states |¢), |#). Then show that U, can not be written as
Us = Ur® U2

where U and U, are acting on particle 1 and particle 2 respectively.

d) Show how the swap operation (gate) can be realized by using combina-

tions of the Unitary operation (C-Not gate) defined above (in (b)).
44+2+2+4+2

3. a) Consider the following state of two spin-1/2 system A and B;

1 2
¥ > 4= ﬁ(lo >4 10 >3 +\/;|1 >4 |1 >p)

whorc |0) and |1) are eigen states of 0.. Show that the state is entangled.
Find the marginal density matrix of system A.

b) Consider a two qubits product state V)4 ® |$¢) 5 and the following four
Unitary operators;

{UO(E I)’ Og, 0y, Uz}
Show that the four states {o: @ I[YY4 ® |¢)
form an orthogonal basis? What is the nec

{Ul ® ”5)/43}’ Ié.)AB being at
c) Discuss its implication in

B} where i = 0,z,y,z can not
essary condition so that the set

Wwo qubits state, can form an orthogonal basis?
quantum dense coding.

3+2+5



4. a) Consider a normalized qubit state ;

[¥) = a|0) + bj1))

where a and b are complex numbers.
Then show that ) )
' 51 =1 Y. ol >< Yo

i=0,1,2,3
where oy is the identity operator.

b) What is the resources required in quantum teleportation? Describe how

an unknown quantum state of a qubit can be teleported to distant labora-
tory.

c) Argue how, in quantum teleportation, no-cloning principle is respected.
3+6+1
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Instructions (Read carefully)

A. This isan OPEN BOOK/OPEN NOTES exam. Answer all questions: partial credit may
be given for incomplete/incorrect answers.

B. Total points = 25; maximum score = 20.

C. You may write your answer on the test booklet.

1. (10 points) Consider the following circuit-under-test (CUT) in Figure 1 with 5 Boolean inputs x;.
X2, X3, X4, X5, Which consists of two 2-input NAND gates, one XOR gate. one 2-input OR gate. one

2-input AND gate and one 2-input NOR gate producing a Boolean function £ Some lines in the
circuit are labeled as 1}, b, &, ..., k.

)/ h h -
X ] NAND L% 3] XoR NAND OR AND
X2 h I
X3 k
X4 T; k
X5

NOR

Figure 1. A circuit-under-test (CUT)

(a) Write down the output Boolean function £ in terms of the primary input variables.

i k-at 1.
b) Determine a test vector (¢ that detects the fault /s stuc . o
((C)) Show by critical path tracing which other faults are detectable by the vecior fas obtained in the
earlier step.

i interi ider single stuck-at 0 and 1 fauits only
d) 1 the faults in the interior of XOR blocks and consi : 1
( )ogn(?t;lir lines. Mark the checkpoints and find a complete test set T that gives 100% fault
coverage. Justify your argument.
(e) Check whether the fault /, stuck-at 0 is syndrome testable.

(1+1+42+3+3)



2 (4 points) Referring to the CUT of Figure 1, please answer the following questions.

ta) Compute the Boolean difference (dF/dls) of the functiqn F with respect to line 4, and
determine all the test vectors that are capable of Qetectlng I stuck-at 1.. onding

(h) An OR bridging fault between two lines aand bina QUT changes thlr corresponding /
functional values fa). f(b) to {f(a) + f(b)} each. Consider an OR-briging falut £, between /3
and k. Derive a test vector for 4. Justify your argument. (2+2)

3. (5 points) Consider the CUT as shown in Figure 2, with three inputs A, B, Cand two
outputs Sand Y.

C a—_

P ~
1 Dl
B

D

TLY

Figure 2. A CUT

(a) Moadify the circuit of Fig. 2 (by adding extra logic or extra input/outputs) such that (i) it retains
the original behavior of the circuit under functional mode and (ii) for every line L in the
madified circuit. all paths from L have equal inversion parity to at least one of the outputs.
Your modification should aim at minimum additional cost/delay.

Twoinputs /; and 4 to a subcircuit of a combinational circuit are said to be independent if there
exists no common signal line in that feeds /; and 4. Show how this CUT can be decomposed
into minimum number of sub-circuits such that in each sub-circuit, its inputs are logically
independent. How such decomposition help in test generation? (2+3)

(¢

3 (3 points) An LFSR-based pseudorandom test pattern generator (TPG) has 4 parallel output lines
Y1. ¥2. ¥ ya. that produce a sequence of 4-bit test vectors, where in every vector, each bit has
equal probabilities of 0’s and 1's. A CUT is given which has 5 primary inputs. However, these
b inputs require test vectors where 0's should appear with probabilities: {1/2, 3/4, 1/16, 5/8.
3/4} respectively. Design the additional logic for producing such weighted random patterns.

3)



4. (3 points) Consider the sequential circuit as shown below. in which two clocked D flip flops
are on feedback paths.

‘\ l Clock

N re D-FF2 |e

< D-FF1 (e

Y/

h XOR k AND T» XOR h o OR k >

it |
) 1N

X2 L
X3 L

Figure 3. A sequential CUT

Insert a scan chain and show how in the modified circuit that consists of a scan in. a scan out
and a functional/test mode selector line, the fault J; stuck-at 1 can be tested via scan in and
scan-out mechanism. (3)
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1. (a) Let

1 01 0

1 2 0 1
A =

2 2 1 1

0 -2 1 -1

Obtain the upper Hessenberg form of A and hence obtain the characteristic polynomial of A.

(b) Let p(z) be an irreducible polynomial over a field. Show that any matrix which has p(r) as
its characterisitic polynomial is similar to the companion form of p(r).

(10 4+ 10 20)

2. (a) Let M(n) be the time required to multiply two nxn matrices. Briefly describe the idea hehind
an O(M(n)) time algorithm to obtain the inverse of an invertible n x n matrix.

(b) Use Karasuba’s algorithm to perform binary multiplication of 189 and 210.
(10 + 10 20)

(a) Let u,v € R where R is an integral domain with identity having a principal n-th root of
unity w. Write a pseudo code for in-place computation of the Discrete Fourier Transform of
» and v requiring O(n logn) time.
(b) Let u{z) = 323 + 522 — 2z + 1 and v(z) = 3 —4z?+z-2 Itis (losirvd. to multip‘ly ulr) and
v(x) over the integers using the FFT algorithm. Determine a suitable ring for doing this.
(10 + 10 20)

3. Given a rational number a /b with a,b integers and b > 0, show that it is possible to find integers

ag, - - - ,@n such that
1

—_ ag —_—

= 1
a + ———1—
1 az+

. 1
ey

Provide an algorithm for performing this expansion and obtain an upper bound on 7.

(109

4. Is it possible to find a polynomial of degree 4 which is irreducible over the integers but is factorisable

both modulo 2 and modulo 57 Justify your answer.
140



. T Ad
S'lm(q’ d) =3 q—
Hall 1ll]

Would this represent a valid retrieval model? If yes, explain the intuition behind it. 1f

no, explain why will such a model be not useful at all. You may use examples and /or
programs if necessary.

{7 marks)

4. For simplicity, suppose you have posting lists with only docids (110 scores, no position
information).

(a)

(b)

Implement a variable byte encoding scheme vbed with 1 bit units: 1 bit for
indicating if it is the last unit, 3 bits for the payload. Also implement the standard
variable byte encoding vbe8 with 8 bit (1 byte) units: 1 bit for indicator, 7 bits
for payload.

You programs should take a posting list in a file with docids separated by space.
For example:

docid docid docid ...

You may use the file:
http://www.isical.ac. in/”debapriyo/teaching/ir2015/data/post ing

as an example input file. Your programs should write the encoding in an output
file. For readability, both the input and output should be in ascii text. and not in
raw bytes. For example, if your encoding of the posting list 1s 1000100111001110
simply write that out as text in the output file.

(6 marks)

Can you determine a criterion when vbe8 may work better than vbe4 and vice
versa’
Consider the Reuter’s collection. Which of the above two encoding schemes will
perform better for compressing the posting lists generated from this ('(-)H-('('tiull.',’
Will it be the same for all posting lists of this collection? Analyze empirically of
necessary.

(4 + 6 10 marks)

5. Suppose PageRank is computed using the standard formula with teleporting. That is.
at the k-th iteration, the distribution vector vk is computed as:

v = BMuvg—1 + (1- 5)'6‘

n



where 1 is the numer of pages, M is the transition matrix, B is the probability of
following a link instead of teleporting, e/n is the n-vector with all entries equal to 1/n.
The computation is carried out until vx converges.

Suppose there is an existing page ¢ with PageRank PR(q). You add a new page p,
and add a link from ¢ to p. What would be the PageRank of p? Explain your answer.

(4 marks)
If a web graph has three identical strongly connected components which are disjoint
from each other, explain what would be the PageRanks of the pages of those compo-
nents.

(3 marks)

- lmplement an algorithm which takes a directed web graph as input and determines if

the graph has any spider trap. Assume that the input graph is given to you as a text
file. cach line consisting of two integers i and j separated by a space, indicating that
there is an edge from node i to node j (link from page i to page J), such as below:
13
28
45 3
231

Your algorithm should take the input filename as an argument and simply output

ves if a s'.mlm' trap is present, no if not. You should explain the algorithm in your
answerseript or in a readme,

(7 marks)
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any part of any question. but maxiymm VOU CAlE SCOTe s 3

Consider the problem of randomized bucket sorting of n = 2™ jypy mtegers fron the
universe U = [0,2%). & > m, as follows: Create n buckets. Classify an o
7-th bucket if the content of ity leftmost m bits is 7. Next. observe that concatenaton

of the sorted sequence in the content of the buckets is the sorted sequence of the given
nput.

lement i the

Suggest an appropriate data structure for storing the content of vach bucket thit
the space requirement is O(n).

Suggest an appropriate algorithm for sorting the content of cach bucket such that the
expected time complexity of your algorithm is O(n). Justifv the tine complexiy of
vour algorithm

Give an instance where the worst case time complexity of vonr proposed alpont b
will not be linear.

IR R N RPN B BN

Let U be an universe of n elements, and Sy, Sz. ... . Senare subsets of 17 Show that
if each member in U is colored with red and blue with probabilitv: | cacle then the
discrepancy D(S;) = max; {number of reds in S; — number of bhies 11 S, bositisfies

|
Probability|D(S;) < /12nlogm, Vi =1.2.. .. ml ol "
iE
- Consider the MAXCUT problem for a graph G = (V. E). (Vi nand £ n. where

each vertex is chosen in partition A or in B with probability 5 cach. Show that th

expected cut size is equal to 7.

inisti Jo N 1 Ty Cexpectod ont
Use derandomization to propose a deterministic scheme to improve the expectod
se ¢ Z
size. Analyze the time complexity of vour algorithm.

B laen 20

(VT a vertex o<V oare
Consider the colorful path problem where a graph G , (V.E) and a \f‘rl( X //‘} v[.lh(_
given. Each vertex in V is colored with one of the integer colors {1.2.. .. e



i« e test The exastence of a path of length k from the vertex v in G such that

eteted T
S oot Gy U path repeats

Soispest a tandomized polynomial time algorithm that reports a colorful path from v (if
e vestes wath el probability Analvze the time complexity and failure probability
oot alvonitii

[T+5+6=18]

% U se Lenass Local Lemina to prove that any k-SAT formula in which no variable appears

somete than T, clanses, ls a satisfying assignment.

[12]

6 Consider anomfimte random walk on a two dimensional integer grid Z? staring from
a e Ina move from grid location (i, j). it goes to the grid locations (i — 1,7),(1 +
Ly oy Loy - 1) with equal probability. Show that the expected number of
visits to the gnd location (0.0) 1s unbounded.

[12]

T Cansder the problem of testing whether a polynomial Pz, x4, . .., 2,) is a zero poly-
nonad or not Inother words, for all inputs whether the value of the polynomial is 0

o o

MW random values (0 s rn) 1o (z1,z2,...,Z,), where r;’s are chosen from
Aahnate set SO e ey, .1, 1= 0, we report YES, otherwise NO.

Show Sl ol ey oo, ~In)is ot a zero polynomial, then the probability of re-
porting YES i less than 24 where d is the degree of the polynomial P(xy,z2,.. ., 1,).

1]
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Note: Attempt all questions. Marks are given in brackets. Total marks is 70 but vou ¢

an
score maximum 60. Use separate page for each question.

Problem 1. Show that (i) one-way function exists if psendorandom generator exists and (i)
pseudorandom generator exists if pseudorandom function exists. [6+ 6= 12]

Problem 2. (i) Let fx : {0,1}" — {0,1}" be a uniform random function. Distinguish the
following keyed function

Fr, 1(2,9) = fxi(2) © fry(y). rye{0.1}"

against a uniform random function from 2n bits to n bits. where A and A% are indepen-
dently chosen.

(ii) Describe Luby-Rackoff (LR) round function. Show that three rounds of LR is not strong
pseudorandom permutation. G==- 11

Problem 3. Define Block-wise universal hash over 3n bits where cachi block is {1-hit lomg.
State Hash-then-Encrypt construction. Show that it is psendorandom permutation (I’I{If)
by computing the interpolation probability. [3+3+10=16

e o n n 1
Problem 4. Define UOWHF and provide a construction of a UOWHF /1 : {0.1}" {'( ). 1 } ‘
using a one-way permutation. State the reduction algorithm (no need to analvze) 1+ 6+ 6--16]

Problem 5. Construct a variable length unforgeable signa(ur(T Sf'}l(\]“(‘ using l'()\\'lll;:iln‘;?
also a fixed length unforgeable signature scheme. Justify why it is unforgeable.  [148=12
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Advanced Digital Signal Processing
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Duration: 3 hours

Note: The marks add up to 116. The maximum you can score is 100.
The exam is open-book, open-notes. You are permitted to use calculators.

Questions:
1. An AR(2) process s[n] is generated as
s[n] = —0.6s[n - 1) - 0.2s{n — 2] + v[n]

where v[n] is a white noise sequence with variance 0.36. Let a signal
z[n] be produced as z[n] = sn] + w(n], where wn| is a white noise
sequence (uncorrelated with v[n]) with variance 1.

(a) Determine the autocorrelation sequence of z(n| using the Yule-
Walker equations.

(b) Obtain the parameters of a Wiener filter of length 2 which can
be used to obtain an estimate of s[n] from z{n]. Repeat your
calculations for a Wiener filter of length 3.

(c) Determine the minimum mean squared error for each of the Wiener
filters and comment on the relative magnitudes.

[84(7+7)+(4+4+2)=32]
2. Consider the Mexican hat wavelet
gla) = (1 -a?)e ¥

Can this be the scaling function of a multiresolution analysis? Justify
your answer. (10]

3. Compute the time-frequency window of

2

glt)=e?
(10]



1. An ARMA process is generated by the difference equation
z{n) = 0.6z[n — 1] + w(n] — 0.7w[n — 1]
where w(n] is a zero-mean white noise process with variance 1. Deter-
mine

() the coefficients of a minimum phase system that will act as the
whitening filter, and

(b) the power density spectrum of z[n).

[10+5=15]

o

For the two-channel analysis filter bank shown below, determine the
transfer functions Ho(z) = Yo(2)/X (z) and Hy(2) = Y1(2)/ X (z) where
Eo(z) =1 -~ 05271 and E1(2) = 2 — 0.7z7L. D7lis the 2 x 2 IDFT
matrix. (10}

x(0 £ (= Ty
—L—_# ) | ————> y Y. (2)
=] P

fe6) 1)

6. The highpass filter H(2) of a two-channel perfect reconstruction filter
bank is given by

Hi(z)=a+bz7! 4272 4,73

D‘otcrmino the expressions for the other filters i.e. Ho(z), Go(z) and
Gy(2). [10]



7. Determine the transfer function of the multirate structure shown be-
low. Is it time-invariant? Justify your answer. [10+5]

x,[n) >|ITQ_ |

79\{ /‘ H (2})

N
o iz o

N
|
v
Yoy
—
>
3

8. Consider a signal

z[n] = cos2(7-r2—n)u[n]
Its Time-dependent Fourier Transform X [n, M) is defined as

X[n,A\) = i z[n + mjw[mle ™

Using a rectangular analysis window

w[n]:{l f0<n<9
0 otherwise

let X[n, k] = X[n,27k/5) for 0 < k < 4. Determine

(a) X[0,k] for 0 < k < 4.
(b) i X[n, k] for 0 < n < oo.

(747
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Answer any four of the following six questions

1. Consider the following three qubits state shared between Alice, Bob
and Charlie stationed at distant laboratories;
|¥)aBc = %
|0) and |1) form an orthogonal basis in two dimensional Hilbert space.
i) Show that the reduced state between Bob and Charlie is separable.
ii) Show that Alice can help to create the Bell state |¢*) between Bob and
Charlie where all of them are allowed to do local operation and classical

communication.
iii) If Alice shares another state

|$) ap = a|00) + bJ11),]a® + |b> = 1

[}000) + |111))

with Dick then show that this state can be prepared between Bob and Char-

lie by local operation and classical communication.
[3+4+ 8]

2. a) Consider a function f : {0,1}" — {0,1} '
Let there is a unitary gate U; which acts in the following way;

Uslz)ly) = =)y @ f(2)
where z € {0,1}" and y € {0,1}
Show that .

Uf|x>%no> 1)) = (1)) —=(10) — D)}

S

2

1



by Consider a function f : {0,1}* — {0,1}, where th_e fupction f is ei-
ther constant or balanced (f(z) = 0 for half of the possible input values).
Describe the quantum algorithm by which the function can be shown to be ei-

ther constant or balanced without calculating the function at various points.
[5+10]

3. Consider a 2 to 1 function f : {0,1}* = {0,1}". The function has a
period given by n-bit string a: that is
firy= fy)ify=rea
a) Discuss how hard it is to find the period a in the classical world.
(b) Show that there is a quantum algorithm by which the period can be

found in polynomial time.
[3+12]

1. a) Consider a copy of the following n-qubit state;

) = Y. (=1)¥|y)
V2 yelonyn
How do you estimate the phase = where z € {0,1}7?
b) Again consider another copy of the following n-qubit state;

2" -1

1 )
¢ — § : 2wy
| V2n y=0 )

where w € (0,1) and y is a binary encoding of the integer y taking values
from0to 2" — 1. Obtain a good estimation of the phase w.

c) Usfing the solution of the last problem provide a sketch of the quantum
algorithm for factoring large numbers.

[2+8+5)

I

5. The function f : {0, 1}* — {o, 1} is such that;
f(r)=1, for = w and f(z) =0 for #w
a) In the classical world, how many queries are required for finding w?

b) Show how a quantum sl it i i
ot o gorithm provides g quadratic speed up for this



6. a) Show how phase error in computational basis can be converted to

bit error.
b) Consider the following two nine-qubit orthogonal states

10y, = 2_1’ﬁ“°°°> + [111))[1000) + [111)]{1000) + [111)]
15 = 57501000) - [1)1000) — anjues) — 111

Show that using this code, any one qubit error can be corrected.
[3+12]
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Answer any ten questions. All questions carry equal marks.

1. State and prove the correlation theorem. Show that the Fourier transform of
the autocorrelation function of f(z) is its power spectrum. [7+3-10]
2. (a) How do you rotate an image f(z,y) using Hotelling transform?
(b) Prove that the Fourier transform of an image f(x,y) is rotated by an angle
8 if f(z,y) is rotated by the same angle. (9 #5100
3. (a) Define reconstruction by dilation.

(b) How are minima of a function detected? Describe watershed segmentation

algorithm starting from minima as markers. [24(2+6)=10]

4. (a) Define dilation and erosion. Prove that they are dual operators.

(b) Prove that open operation is idempotent. [5+5=10)

5. Derive the expression of Wiener filter for image restoration using minimum

mean-square estimation approach. 10]

6. Consider the following block of gray levels:

8
6
4
2

211
213
316
718

(ﬂk o -3 ©

Calculate the compressed and reconstructed representation of the block using

2=10
Block Truncation Coding. Calculate PSNR and bpp. [8+ J



9

10

11

1 -2, - t th
Consider the following digital signal: (1, 2, 4,1, -1, 2, -1, 1]. Construc e

tiee winvelet expansion of this signal using the following scaling filter: [0.4830,
' 0
(8365, 02201, -0.1294% [10]

Consider the following block of gray levels:

010]1]1
212133
010 (1]1
01222

: [o]
Constrnet the gray level co-occurrence matrices for angle 8 = 0°, 45°,90°, 135°,
considening unit pixel distance. and compute the angular second moment for

cach case, [(4X2)+2=10]

Consider the block of gray levels of Question 8. Encode the above gray levels
with strings of 0's and 1's based on Huffman coding. Calculate the average

code-word length. [8+2=10]

Compute the time dispersion and spectral bandwidth of the following Gaussian
e
swnal: f(t) = ¢7327 Prove that the signal f(t) achieves the minimum of the

meertainty inequality. Yon may use the following two results:

(1) / . e dr = V7, and (29) /Oo xze_’”zdx = g

((4+4)+2=10]
(a) Deseribe the HSI model for color image processing.

hy Write down the expre

and HSHto RGB models.

ssions for converting colors from RGB to HSI models

fe) What 15 pseudocolor image processing? [2+(3+3)+2—10]

Write short notes on any two of the following:
ai Active contour: (b) Image fusion; (c) JPEG tompression; (d) Digital wa-

termarking: (e) Fast inverse wavelet transform

[54+5=10]



Information Retrieva] - Spring 2015
M. Tech CS II End-Sem Examination

There are 13 questions, each carrying 4 marks. The maximum you can score is 50).

Questions 1 - 3: Consider the average precision vs recall graph of three methods in a given IR
setting Figure 1. For the sake of simplicity, assume that for any particular query, the precision vs

recall graph of the methods are expected to be exactly as shown in their average precision vs recal
graph.

100 100 - - e
kN - “Method_1
I Method_2
Method_3
080 - % - - -
070 --- \~ R :
v k&z\
0.60 Wgso0
X,
S 050,05 050 050" .050 050 0.50
g \,\
@ -
~ 040 ° %
& ;
; ~ 0.33 03
030 -
0.20 ¥ 020 - a.20
T 0.15
, o 022 013
010 e ' TR e p e 007 0.07
006" 888, 008 1683 g0,
000 - -

010 020 030 040 050 060 070 080 0.90 1.00

Recall

Figure 1: Average precision vs recall graph of three methods

1. Suppose ¢ is a query with exactly 10 relevant documents. What would be the precision«al()
achieved by Method_1 on q?

2. Assume that a query ¢ has exactly 10 relevant documents. For which of th;: given methods
. (one, more than one, or none), the second ranked document is relevant to g
b

3. For a query such as tendulkar date of birth, which among the given met:gdskwoiléjh Z::
' i ck m
use? If the user is performing a literature survey with a query releva:::s feedba
which among the given methods would you prefer? Justify your ans :



Questions 4-6: Suppose A is a 5 x 6 term - document matrix, representing a dataset with 5
terms and 6 documents. Assume that the term weights of A are simply the term. frequencies.
That is. if A(i,7) = 4 then the i-th term occurs 4 times in the j-th document. The singular value

decomposition A = USVT of 4, is given as below:

—04 —-01 -07 -06 =02 -02
v:  ws 02 o -08 5.2 0 o o 00 0.1 04 02 -01 0.3 -0.8
va ur? V4 o 06 o 37 0 o o0 0 —0.2 0.7 -0.2 0 0.5 04
ve w1 -02  -07T 0 0 0 3.6 o o0 0 —-0.7 -03 04 =01 0.4 0.1
o7 oi  -01 0r 0 [} [¢] 0o 11 0 0 0.4 0 04 -08 0 0.3
o1 0% uvw®  -01 0 o o 6 0 02 0 04 -03 04 03 -0.6 -06

Suppose the 5 terms are ty, .-+, ts, with t; = obama,t3 = modi, and t5 = kolkata. One among t;

and tg is india, the other is usa.

4. Under reasonable assumptions, identify t2 and t4, or explain why it cannot be done.

5. If the documents are numbered d,, - - -, dg in the order represented by the matrices U, ¥ and
VT, which (one. more than one, or none) documents are likely to be about Obama’s visit to
India while Modi is the prime minister?

6. If possible, estimate the frequency of the term kolkata in dg, or explain why it cannot be
done.

Questions 7-8: A user is typing queries very fast using a standard English keyboard, such as
one shown in Figure 2. When the user ends up typing a seemingly meaningless query omfos, two
methods Method 1 and Method 2 come up with suggestions as shown in Figure 2.

Method 1 Method 2

infosys ‘india
infospace ;

Figure 2: A keyboard layout (left) and suggestions by two methods (right).

7. From the suggestions produced, what is likely to be the approach of Method 1?7 Explain.

From the suggestion produced by Method 2, what can you say about its approach? Explain.

nstions 9-10: ; .
8,::; ;\ 10;: 3 l:'(‘) __)WH: %(novt\_/ thaF if ¢ : R" — R™ maps n dimensional data points to m dimensions,
as a valid SVM kornolls ?3 unl(:tﬁlop -SUCh that K (x4, %) = o(xi) ® #(x;) Vxi,x; € R", then K works
subset {x;, - in C’ lil" }tlh( ekmtlxcon, we say 'fh?.t K is a valid kernel if for any arbitrary finite
symmetrie k x‘k real val ' d ¢ ><‘ m?‘tnx K(i,j) = K(x;,x;) is positive semidefinite (Recall: A
‘ ' valued matrix A is called positive semidefinite if for all v € R* vT Av > 0).

9. ¢ S ]
Suppose Ky and K> are two valid SVM kernels. Show that K1 Kj is also a valid SVM kernel.
10. Is K(x.y) = =1l - lly]| a valid SVM kernel? Explain.



11. ‘Suppose the users uy, - -

-, us have liked the movi i i
matrix, where the entries indicate the correspondiensgrlrll;ér ha;;nl?i(c:q (g=w?)] l<)l)i,slti:::dﬁ()llwil;lg’
seen but not rated (= 0) or not seen (= blank) the movic. ‘ -

my|mo | M3 | Mg | Ms | Mg
Uy 1 0 1
us | 0 1 1 1
uz | 1 0 1
Ug 1 (-110
us | —1| O 1 1
Ug 1

Suppose user ug watches mga as his/her first movie and likes it. As a rccommender system,

what would be the second movie you would suggest to ug? Take any reasonable upproach,
but explain your approach.

Questions 12-13: You have a database with records of people (names, locations, age. brief profile,
etc). You have a search engine library (e.g. Lucene) which offers ficld bascd indexing and field
based searching, as well as wildcard prefix queries such as ind*, quer=*. However, the prefix query
may perform very slowly or even crash if the number of completions of the prefix becomes very
high, as it needs to fetch the posting lists for all of those completions and merge / intersect them.
For example, the wildcard query s* may generate too many terms matching the prefix s and the
system may perform very slow in such cases.

12. You have to build a search engine which would allow users to enter any query and the engine
should return a person’s record as a result if the query words are present anywhere in the
person’s record. Describe how (say, in which fields) would you index the data and how would
you process the query.

13. You have to implement an instant prefix search based on names. That is, as the user types
each character of a query, the engine must return the name, location and age of persons whose
name match the prefix typed so far by the user. Keeping the limitation of the svz‘\.rch engine
library on wildcard queries in mind, describe how would you implement the specified feature.
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Name: Roll No.:
Instructions (Read carefully)

A. This isan OPEN BOOK/OPEN NOTES exam. Answer all questions; partial credit may
be given for incomplete/incorrect answers.

B. Total points = 110; maximum score = 100.

1. (@) A text message consists of a sequence four symbols: #, $, %, @. The following binarv codes

are used to encode them during transmission:

# 00000
$: 01011
%: 11100
@: 10111

The transmission channel is noisy and it may corrupt the binary stream. We claim that such a

coding mechanism is capable of correcting 1-bit flip in every symbol reccived at the receiver’s

end. Justify the claim (i.e., indicate how decoding can be done unambiguously even in the
presence of a single-bit error), or show a counterexample.

(b) The alphabet of a message consists of four words: {0100. 0111, 1001. 110}, Encode

them using Hamming code so that they are capable of correcting one bit error in each code
word that may occur during transmission. Explain how the received message can h;‘ decoded
at the receiver’s end. (10 + 10)

2. Choose one answer from the choices provided below and write a linc to justify )Ezur e:r;swpr.
. 2D

(a) What is the total number of collapsed single stuck-at faults in a ten-input AND gate?

10
11
20
22
None of the above

aoooon



(b) What is the minimum number of single stuck-at faults guaranteed to be detected in an
irredundant combinational circuit by a random binary (0, 1) vector?

O Number of primary inputs

O Number of primary outputs

O Twice the number of primary inputs

O Twice the number of primary outputs

O Half of all single stuck-at faults in the circuit

(¢) What is the exact number of single stuck-at faults that are activated (controllable) in a
combinational circuit by a random binary (0, 1) vector?

O Number of primary inputs

O Number of primary outputs

O Twice the number of primary inputs

O Twice the number of primary outputs

O Half of all single stuck-at faults in the circuit

(d) What is the number of transition delay faults in a circuit?

Number of paths in the circuit

Same as the number of collapsed single stuck-at faults
Same as the number of uncollapsed single stuck-at faults
Number of gates in the circuit

Number of flip-flops in the circuit

000ooo

3. (a) Show the scheme of Illinois Scan Architecture and discuss the test application scheme.

(b) Consider an linois-scan architecture with 10000 flip-flops, 10 scan chains, and 1000 tes
patterns for detecting stuck-at faults. Out of these 1000 test patterns, 900 vectors are applied i
broadcast mode and the rest 100 vectors are applied in serial mode. Assume that functional inputs

and outputs are also inclu@ed in the scan. Determine the test time assuming a clock frequency of
100 MHz (for both scan shifting and functional purposes).

4. Consider the following circuit: e

c ‘

N -
ey
(a) How many path-delay faults can occur in this circuit? List them
(b) Choose a path-delay fault in the circui i
(2) Choose y ¢ circuit and determine a test 7. Indicate whether ¢ is robust of
(¢) Determine atest for the transition fault 0 - [ at the primary input line
a.
(8+6 +6)



3. Consider the sequential circuit as shown below, in which tw

o clocked D flip-flops are on
feedback paths. PP (
L Clock
< 4 D-FF2
D-FF1
I 1 I
Y xor |40 D M XOR | s{ OR - *
Xz—'z—‘*‘ »>
Y £ r
I
X4 4
Xs Is

Assume both the FFs are initialized to 0. Determine a test for a slow-falling (I —0) transition fault
at line /s assuming launch-on-capture (LoC) scheme. Show how the scan chain is to be inserted and
explain the procedure of observing the error. (12+8)

6. You are given a single-output combinational circuit C, which contains an odd number of true
minterms. Assume that C is being tested using an exhaustive test set (i.e., by applying all input
combinations), whose response stream is compressed to a single parity bit. Prove that all
single/multiple stuck-at faults at all primary input and output lines of C will be tested by this
scheme. (10)
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Semester Examination
Subject: Computational Complexity
Date: 24/04/2015 Time: 3 hours Marks: 100

Note: Notations used are as explained in the class.
Prove the following:

(a) A coin with Pr{Head] = 1/2 can be sunula,ted by a probablistic TM with access to a stream of

p-biased coins in expected time O(—-— Ao p)) ES
{b) A coin with Pr[Head] = p can be simulated by a probablistic TM in expected time O(1) provided
the i-th bit of p is computable in poly(s) time. ~

Let L € {0,1}" be such that there exists a polynomial time probabilistic TN A/ satisfving for eve 'y
ze {01}

(1) if z € L, then Pr[M(z) = 1] > n~° for some ¢ > 0 and

{2)if x € L, then Pr[M(z) = 1] = 0. ,

Prove that for every d > 0 there exists a polynomial time probabilistic TM M’ such that for every
re {0,1}%,

(1)if z € L, then PI[]V[( )= 1] = l — 2% and -
(2)if z ¢ L, then Pr[M'(z) = 1] = e,

Prove that DIP = NP. ) 10,
Define the class IP. Provide an interactive proof for graph nonisomorphism (GNI) problem. 10

Define the complexity classes # P, FP and PP.

Prove that PP = P if and only if #P = FP. 64 9=15

Prove that, if #CYCLE has a polynomial time algorithm, then P = NP. 12
f

Prove that, #SAT is #P-complete. 112

Define the class PCP(r(n), q(n)). Prove that the language GNI is in PCP (poly(n).1). ’MSO l“‘”‘"‘]‘
that PCP(r(n), ¢(n)) C NTIME(2°00 M) g(n)). [4+5+4 =13
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1.

Note: This paper carries 102 marks. Answer as many questions as you can,

(2) Describe a density based clustering algorithm for data sets.
(b) Describe any two feature selection algorithms when a criterion function for
feature selection is given. [4+8=12]

Suppose you have two 2-dimensional normal populations N(u,,X) and N(y,.X)

. . 1 -0.5
where 1, =(0.0,0.0), 1, =(1.0,2.0), 2 =( 05 o ) Let the prior

probabilities of the populations be 0.5 and 0.5.

(a) Find the Mahalanobis distance between the two populations.

(b) Find the Bayes decision rule for separating the two populations. Also find
its probability of misclassification in terms of standard normal
probabilities. {5+(3+7)=15}

. (a) Describe crossover and mutation operations in Genetic Algorithms.

(b) Describe a way of tackling the problem of clustering using genetic algorithms.
[(7+4)+6=17]

. Let x; =(0.0,0.0), x5 =(1.0,0.0), x3 = (0.0,1.0), x4 = (1.0,1.0) and x5 =(2.0,2.0).

Let there be two classes and let the first two points belong to the class 1, and the
other two belong to class 2. Let x + y = 0.5 be the starting straight line for

Perceptroh algorithm. Let A = 0.1 be the given learning rate. Apply Perceptron
algorithm and find the discriminating straight line between the classes. [15]

. (a) Describe the optimization criterion for Fuzzy C means algorithm.

(b) Describe Fuzzy C-means algorithm. [5+5=10]

. (a) Describe the basic steps of gradient descent optimization algorithm.

(b) Let f(x,y) =4x> —12xp+1 1y? — 10 where x and y are real numbers.
Minimize f by using gradient descent technique. [3+12=15]

. Let the prior probabilities in a c-class classification problem be P, P,..., F,. Show

that the misclassification probability for the Bayes decision rule is ;
<1-max{P,P,,...P}. (6}

(P.T.O)



8. Write short notes on the following.
(a) k-fold cross validation
{b) VC dimension
(c) Support vectors
[4+4+4=12]
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The paper contains 110 marks. Answer as much as you can, the maximum you can score is 100, The
notations are usual notations followed in the class

1. A subset C of R" is called a convex coneif for any z,y € C and any a. 3 > 0O,onehasar s gy« ()
For any subset X of R"”, define

X E (yeR"|2Ty < 1foreachz € X}

(a) Let P be any polyhedron. Prove that P* is a polyhedron. [10)
(b) Prove that, P contains the origin if and only if (P*)* = P. [10]
2. (a) Let P = {z|Ax < b} be a nonempty polytope. Prove that max{c’ r|Ar < b} is attained by a
vertex of P. [8]
(b) Prove that max{c”’z|Az > b} = min{yTbly < 0;47A4 = T} (assuming both scts arc non
empty). {12]
3. (a) Prove that a k-regular bipartite graph has a perfect matching if k > 1. [§)
(b) Derive that a k-regular bipartite graph has & disjoint matchings. {10}

4. Prove that in a matrix, the maximum number of nonzero entries with no two cntries in the same linc
(i.e. row or column) is equal to the minimum number of lines that include all nonzero entnies. {10]

9

. Let G = (V, E) be an undirected graph with nonnegative edge wgighls. Let S, the senders “f‘d .
the receivers, be disjoint subsets of V . The problem is to find a minimum cost 'subgraph of (+ sgch
that for every receiver r € R, there is at least one sender s € S such that(thcrc is a p'alh Fonnccgng
7 to s in the subgraph. Give a factor 2 approximation algorithm tha‘l runs in polynf)mla‘l time. (Hm(.
Consider introducing an additional vertex to the graph, and try using the approximation algorithm
of the steiner tree problem.) [15]

[=))

. Find the dual of the following problem

min z7x + 1
st. Ar =b.

where A € R™™ b € R™. [10]



1y Consider a lincarly separable classification problem with three points z1,z2, T3 with tags

y;.ye ygrespectvely:

Ty = —1 =1
D) :O y2:—1
ry =1 y3 = —1

Dernive the support vectors and the equation of the decision boundary. [8]

thy Constder the previous points with y4 = 1. If we use the kemnel k(zT1,22) = ({(x1.22) + 12,
prove thatall three vectors are the support vectors. [12]
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Answer all questions from Part A and any three from Part B.

Part-A: Answer all questions

1. Indicate whether each statement below is true or false with brief justification.

(a) The one-phase algorithm of Ho-Ramamoorthy may detect phantom deadiocks

(b) In order to break a deadlock in the OR-request model, we must abort at least one
process from each cycle of the wait-for dependency graph.

(c)( There can be no deterministic algorithm for leader election in anonymous networks.

(d) If the loyalty of the initiator is known, then Byzantine agreement can be reached in one
round

[4X4=16)

2. The clockwise order of processidsinaringis 8 —2—-3-6-11~5-7-1-9-10- 12 - 4.

Indicate the set of processes remaining in contention at the end of each round if the

Hirschberg Sinclair algorithm is executed to elect the process having maximum id as the
leader. Assume all the processes start together and the system is synchronous.

ROUND-1
ROUND-2
ROUND-3
ROUND-4
(4]
3. The vector timestamps of some events are given below.
TS (e1)=¢3,9, 2) TS(ez)=¢2, 1, 2) TS (e2)=¢(5.7.5
TS (e))=¢6.7,7) TS (es) =¢5, 3, 9 TS (es)=¢6. 3. 9)
Which events are concurrent with es? (4]

4. Some of these sequences of records can be present in the log of a site, when the 2-phase
commit protocol is in use. Which ones are possible?
(a) <noT>, <commit T> (b) <ready T>, <abort T> .
(c) <ready T>, <commitT>  (d) <commitT>, <abort T> [4]



(a)

(b)

(c)

(a)

(b)

(c)

Analyze the truth of this claim: In the OR-request model, a deadlocked process must
belong to one or more directed cycles in the wait-for graph. Your answer must begin with

True/False and then provide the justification/counter-example.

What will be the impact of a message loss in Chandy et al.’s diffusion computation based
deadlock detection algorithm for the OR-request model. Will it miss a real deadlock? Will
it report a phantom deadlock? Justify your answer.

A word's anagram is a different word that is written with the same letters (e.g. sail and
hsa). The goal is to discover all the anagrams in a large volume of text. The final output

must group all words that are anagrams of each other and must not include words that
have no anagrams.

Write the pseudo codes for the map and the reduce functions that implement a solution to
the above problem. [8+8+8=24]

Explain how a solution to the Byzantine agreement problem can be used for a solution to
the problems of consensus and interactive consistency.

Byzantine agreement starts with the commander sending its value to the other generals.
After successful termination of the agreement protocol, the loyal generals want to reach a

consensus on the loyalty of the commander. Can they reach a correct decision on this
given that the traitors will try to prevent this consensus?

Consider the leader election algorithm which uses extinction on waves. For each of the

following cases present a brief justification indicating whether the case is possible if a
message is lost in the algorithm:

i. A wrong leader is elected (that is, not the one with the best id)
i. No leader is elected

iii. Two groups of processes elect two different leaders

[8+8+8=24]

PO



(a) Present an abstract outline of the synchronous distributed Gallager-Humblet-Spira
(GHS) algorithm for finding a minimum spanning tree, stating the notions of fragments,
conditions for joining fragments, and methods by which least cost outgoing edges are
identified. The detailed pseudo-code is not needed.

(b) In the GHS algorithm, it was assumed that al| edge weights are unique. Explain why this
assumption was necessary.

(c) Why does the GHS algorithm not allow a fragment of higher level to join with a fragment

of lower level? (12+6+6=24)

(a

S’

Consider the following check-pointing scheme: Every application process takes a
checkpoint in volatile storage (main memory) right before every receive event. Right
before a send event, the latest checkpoint in the volatile storage is flushed to the stable
storage first (but no new checkpoints are taken), and then the send is done. Will the

latest checkpoint in stable storage for each process form a consistent checkpoint for the
entire system? Justify clearly.

(b) Consider a system where nodes can fail only by crashing. Further suppose that there is a
bound T on the maximum message delay in the system. A node that recovers after a fault
first informs all other nodes of its recovery before it participates in mutual exclusion
algorithm again (assume this is done, do not worry how). Can you design a mutual
exclusion protocol for this system that can tolerate any number of crash failures?

[12+ 12 = 24)

(a) In a distributed system, each node holids a positive integer value. A particular node x
wishes to find out all values in the system that are greater than 10. Sketch a simple
protocol by which x can find this out.

(b) Explain how the two-phase commit protocol handles the following failure scenario: the

coordinator crashes after writing the COMMIT record and before writing the COMPLETE
record. (Do not explain the entire two-phase commit protocol!) (12 + 12 = 24]

e
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1. a) An ideal pinhole camera has a focal length of Smm. Each pixel is 0.02mm x 0.02mm

and the principal point is at pixel (500, 500). Pixel coordinates start at (0, 0) at upper
left corner of the image.

1) What is the 3x3 intrinsic camera calibration matrix K for this camera?

i1) Assuming that the camera coordinate system is coincident with the world coordinate
system and the origin of the world coordinate coincides with the pinhole, what is the

3x4 extrinsic rigid body transformation between the camera coordinates and world
coordinates?

iii) Combining the results from the above two questions find the 2D projection on the
image plane of a 3D point (100, 150,800).

(64244 = 12)
b) Under what conditions will a line viewed with a pinhole camera have its vanishing point
at infinity? 3

c) A scene point at coordinates (400,600,1200) is perspectively projected into an image at
coordinates (24,36), where both coordinates are given in millimeters in the camera
coordinate frame and the camera’s principal point is at coordinates (0, 0, f) (i.e., up = 0
and v; = 0). Assuming the aspect ratio of the pixels in the camera is 1, what is q\e focal
length of the camera? (Note: the aspect ratio is defined as the ratio between the width and
the height of a pixel) (5)

2. a) Consider a camera with intrinsic parameter matnx.

K= 0 300 200

300 0 300
0 0 1

and the complete camera matrix as:

P—| o 300 200 —100

S lg 0 1 -2

[_300 0 300 300
L Lo




ame orientation as that of camera. P. The

. we add amera P’ with the s .
Suppose we add a new camerd d at [3, 0, 2] (an inhomogeneous point in

camera centre of this second camera is locate
'¢*). and it has a focal length that is one-third that of camera P.

- . 9
1) What is the camera center for the first camera (P) in inhomogeneous coordinates?

it) Compute the camera matrix for P'.

111) Compute the epipole in each camera, expressed in inhomogeneous coordinates.

the first camera parallel to one another? Justify your answer.
(B3+4+443 = 14)

iv) Are the epipolar lines in

b) Compare the Canny edge detector and the Laplacian-of-Gaussian (LoG) edge detector for
cach of the following aspects:
i) Which of these operators is/are isotropic and which is/are non-isotropic?
ii) Describe each operator in terms of the order of the derivatives that it computes.
i11) Which detector is more likely to produce long, thin contours? Briefly explain.
2+2+42=6)

3. a) In the cight-point algorithm we need to solve an equation of the form:

Ax=0
where 1 is a vector of size 9x1 and the matrix A has rank 8. Prove that one solution can

be the eigenvector of the matrix AT A with the smallest eigenvalue. 10)

b) In a stereo system, made of the cameras P and P’,

i) If F be the fundamental matrix of the camera-pair (P, P'), then what is the fundamental
matrix for (P',P)?

i) If ff)r apoint x in the first image, the corresponding epipolar line is Fx, then what is the
epipolar line corresponding to x” in the second image?

11i) What are the left and right null-spaces of matrix F ? 3+3+4 = 10) |

4. a) What do you mean by “motion field” and “optic flow”? What is the essential difference
between them? (3B+2=5)

b) Con.sider estinzating the translational component of optical flow given two images:
I(x,ryand I(x,t+1). You can assume that these images have been dropped so that we
only need to estimate a constant displacement between these patches.

1) What do you mean by the brightness constancy constraint‘;7

1) Given an initial guess i, for the displacement s6 that I (X+uy,t+1)=I(x,t), what
are the linearized brightness cons

77777 tancy_constraints, that can be used to update the =

displacement? Derive a linear system of equations for the update, say .



1ii) How can a robust estimator p(e)be applied to the lineari

constraints? In particular, write out the obiect; i i
: ular, jective function to be imi
displacement update v . minimized By the

zed brightness constancy

iv) Derive an iteratively reweighted least s

. quares algorithm for minimizing your objecti
function in part (iii) above. g your objective

(3+4+3+5 = 15)

5. a) 1) Discuss the adaptive background subtraction algorithm for detecting moving objects

from videos.

1) “The bagkgrohr}d update formula in this algorithm can be essentially treated as an
exponential moving average IIR filter” — justify or nullify this statement.

iti) What advantages does this algorithm offer over the simple back ground subtraction?

(5+3+3 =11)
b) With a clear flow diagram, discuss the persistent frame differencing algorithm. 9)

6. a) i) Briefly describe the RANSAC procedure for fitting a line through a number of points.

ii) Show that the number of samples N to choose for running a RANSAC algorithm can be
found by solving the following equation:

1-(1-a-¢7) = p

where e = probability that a point is an outlier, s = number of points in a sample, N =
number of samples (we want to compute this), and p = desired probability that we get a
good sample. 7+5=12)

b) In eigenface approach, performing PCA directly on the covariance matrix of the images is
very often computationally infeasible. If small, say 100 x 100, greyscale images are used,
each image is a point in a 10,000-dimensional space and the covariance matrix S is a
matrix of 10,000 x 10,000 = 10% elements. PCA will require you to compute the
eigenvalues of this large matrix. Suggest a procedure to tackle this problem in the
eigenface algorithm and justify your proposal mathematically. (8)

7. Consider the factorization approach‘ for Structure From Motion (SFM) detection. Consider N
points and F frames.

a) Starting from the basic assumptions, show that the problem of SFM can be expressed in
the form of the following matrix equation:

W=M.S,

where W is a 2FxN centered measurement matrix, M is the 2F x'3 motio.n .matrix inchfding
parameters for camera rotation, and S is the 3N structure matrix containing the 3D scene
- points.
—byWhatis therank of the-matrix W-and-why?
e_Singular Value Decomposition (SVD) approach for

..¢) Briefly outline how you can us

ing th trix S.
finding the mai (9+3+8 = 20)



8. Write comprehensive short notes on any two of the following: (10x2=20)

a) Image Mosaicing
b) SIFT
¢) Bag of Words

d) Mean shift segmentation
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1. In the following IF is a field and I is an ideal of IF[zy,...,z,).

(a) For n > 1, show that every finite subset of IF™ is an affine variety.
(b) Using graded LEX ordering of monomials, divide z° - z2y — 222 + z by f; = x%y — z and

(©)
(d)
(e)

(f)

2. (a)

(b)
(c)

3. (a)
(b)

(c)
(d)

fa=oy-1
Show that for varieties V and W,V C W if and only if I(V) D I(W).
Show that for any variety V, I(V) is a radical ideal.

Let I be a monomial ideal and f(z) € I. Show that f(z) can be written as an IF-lincar
combination of monomials in I,

If I is an ideal of IF[x4,...,z,], show that V(I) is an affine variety.
(6> 5  30)

Find the reduced Groebner basis generating the following ideal:
(@3 + 2z, 2%y + 2Py, 0y + zy)

Let G and G be two minimal Groebner basis for the same ideal. Show that LT(G) = LT(G).

Let IF be a field and I be an ideal of IF[x;,...,z,] and let G be a Groebner basis of I with
respect to the LEX order where z; > 2 > -+ > ZIn. Then show that for every 0 < £ < n, the

set
Gt = Gﬂ ]P‘[xl_{,_l,. . ')ZTL]

is a Groebner basis of the /-th elimination ideal of I.
(154 5 + 10 = 30)

Let {by,...,b,} be a basis for a lattice A. Show that P(b1, . .., bn) N A = {0}. |
For any full rank lattice A and a measurable set S with vol(S) > det(A), show that there exist
two distinct points 21, z2 € S such that z; — 22 € A

Show that the Hermite normal form of a matrix with integer entries is unique.

Let D be the dual basis of a lattic basis B. Show that L(B)* € L(D).



1

(e)

(n)

1 3Y]
(c)

let f(r) be a monic polynomial of degree d. Show how to formulate the problem of finding a
root of the equation f(r) = 0mod N for x < B < N into a lattice problem.
(7 < 5 =35)

In the LLL-algorithin suppose that by, . . ., by —1 is LLL-reduced; for the vector by, the coefficient
Mk x 1 < 1/2 and the Lovasz condition holds for the vectors by and bx_;. Show how to modify
by such that the size condition holds for pg ; with 1 < j < k — 2. Justify your answer.

Provide a geometric description of the nearest plane algorithm.

Define GapCVP, problem. Given oracle access to GapCVP,, show how to solve GapSVP,Y.
(10+5 410 = 25)
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