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SOMMARY. The exast mesna and i of e sample dliseri jon funetion
are computed under the ssumplion that 1be parcat wistribolion is multivariate sormal. The limiting
\distribuion of thres coofhcicnis aro obtained onilor the normality n-nmphou uul als0 for the genoral
rass, Various Loating probloms ing hyps on the poy function coef-
cienta are introducod and some propertion uf tha standand toats are discumod. In partioulsr, it ia ahown
that the power function of tho step-down tost for tealing that all tho cocflvionla are 1oro bas a weak
monatonirity proparty and does not have the usual monotonicily property.

1. [~xTRODUOTION

Fisher introduced tho concept of linear discriminant function in order to
distinguizh between two sets of dintributions which are gentl:nlly taken to be normal
distributions with tho same covariance matrix. Various uses of this discriminant
function are discussed Ly Reo (1065, 1066) and the relovant references are given
therein, For population problem the Mlici of the linear diseriminant
function are usually taken to be proportional to the components of =" (with the same
constant of proportionality), whero 4 and £ are the mean vector and tho covariance
matrix, respectively, of the distribution concerned. In the sequel wo shall take the
constant of proportionnlity to bo 1 and define the coeflicients of the samplo linear diseri-
minant function as tho components of -1, where X and {1 aro tho standard unbinsed

tes of T and s, respectively.  Analogous definitions are made for tho two-sample

case.

The Srat part of this paper is concerned with the computation of the exact
means and covariances of the cocflicicnts of the sample lincar discriminstion function
(abbreviated as d.c.) under the assumption that the parent distribution is normel.
Morcover, the largo-samplo distributions of theso coeflicicnts are obtained under
tho normality assumption and for tho gencral caso with some mild assumptions.
Analogous results aro obtained for the coellicients in tho tw plo problem. These
results may be used for deriving largo samplo tests on d.o.'s.

The sccond part of this paper deals with various testing problems concerning
hypotheses on d.c. Somo optimum tests are derived for somo hypothesia-testing
problema and & fow proportics of some standard tests are discuased. In particular,
it is shown that tho power function of the step-down test (Roy, 1058) for testing that
all the d.o.’s aro zero has a ‘weak monotonicity’ proporty and does not hase the usual
monotonicity property.

Families of simultancous confidence bounds for d.o.'s are givon in Rao (1906).
Thie is not considered here. A fow problems aro also discussed.

¢ Now with tho Unlvorsity of Minnesota.
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2. THE MEANS AND THE OOVARIAXCES OF TIE BAMPLE
DISCRIMINATION FUNOTION COEFPIOIENTS
In tho soquol, whonever we shall montion the distribution of 8 randor sym-
wotrio matrix § = [#y]) we would mean tho joint distribution of 8y, 8y, 834, 85, 835
833, 01 8p.po1s 8y Tho following lommas are of interost and they will bo used in
proving the main results.

Lemma 2.1: Let 8 be @ pxp random malriz distribuled according lo the
Wishart distribution W(I,; n, p) where I, iz the pXp identity mairiz. For a positive
integer L,

i) E(St) = c(k, n, p),,
and, (i) if E(S-*) exists then it ia given by E(8-¥) = d(k, n, p)I,; clk, n, p) and
d'k, n. p) are constants depending on k, n. p.

Proof : It follows from symmetry that the diagonal elemonts of S* have the
same expectations and the diagonal el ts of S~k also have the same expectations,
The above two results now follow from the fact that

E(8%) = E(8*t) = L'E(SY)L,
E(S-t) = E(§*-k) = L'E(S*~*)L,

where §* = L'SL and L is any orthogonal matrix.
Lemma 2.2: Let S be a pXp random malrix distributed according lo
17 (Z; n, p), where T is non-singular. Then
® E(8) = {1, n, p)E
(i) E(87") = &1, n, p) 5t
(iif) E(S-1E£8-1) = d(2, n, p)E!
where ¢ and d are defined as in Lemma 2.1,
Proof : Lot £ =M, Define 8 = M-18(M’)~! and noto that 8* ia distri~
buted according to W(I,; n, p). Now
E(S) = (M8 M) = {1, n, p) MM’ = ¢(1, n, p)T,
E(8-1) = E[(MA) 18- M) = d(), n, pYM')IM-t = d(1, n, p)E-!
E(87128-1) = E[M')8*=2M1] = d(2, n, p{ M) M = d(2, 5, p)2-1,
Lemma 2.3: Let the constants clk, n, p) and d(k, n, p) be defined as in
Lemma 2.1, Then
() ofl,n,p)=mn,
(i) o2, n, p) = n(n+p+1)
(i) d(1, %, p) = Y(n—p—1), if n—p—1>0,
(iv) (2,7, p) = (n—1))(n—pXn—p—1)(n—p~3), f n—p—3>0.
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Proof: Lot § bo distributed according to IV(/,; n, p) and lob 8 w (s,
() dl,n,p)= Efs,) =5,
@ ozmp)=E( £ )= ot r e bnp—1) = nintpt1).
(iil) Lot 8 and S-! bo partitioned as followa :
Sty i

»=lp

L=
S [aY) = [
(8-
It is known (Andoreon, 1058) that

179 = 25— 8’5, 5 S-11 Sp-1,p

FYSNETRY

is ding to the x* diatribution with s—p+41 df.

In this connection, noto the following result. If U is distributed according
to the y* distribution with r d.f., then for poaitive k, E{U-}) existe when 2k < v, and
in that caso

EUY)=T (%—k)/l‘ (-;-) 2,
Using this reeult, wo got
&1, m,p) = E{e7?) = 1fn—p—1), if n—p—1> 0.
(iv) Note that

dz,n,p) = [ ‘f-" ).

and L wp = Lrnlnpatl,

whero bp.i5- = Sip-gy Spy, 5

Hence d(2, 1, p) = Elby -y bp.ip-nt1)E(eP5)t
= E{tr (SGlu)-+1)Eleo

Il TP S S
] T
if n~p~3> 0. Finally

d(2,n p) = (n—1)f(n—pYn—p—1)}n—p-3)
if n—p—3>0.
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Lemma 24: Lat 8 be dialributed according to W(lg; n, p), and v be @ px1
veclor. Then

(i) E(Sw'S) = nAlp+(nd+n)w'
(ii) E(§-iw's-1) = —Mptr=p—liwv’

(n—p)n—p—1)}n—p—3)
i n=p=3>0,A=1vv.
Proof : Let L be an orthogonal matrix such that
Lw'Ll' = A

whero A is a dingonal matrix whoso all the diagonal elementa are zero except the-last
one which is equal to 1.
(i) It is easy to sce that

E(Sw'S) = AL'E(SAS)L,

Sip
E(SAS) = E[ ( H ) (4 ... 'n)]
&pp

= nlp4-(n?+n)A.
E(Sw'S) = nAL'L+(n*+n)AL’AL
= nMp+(ndn)w’.

Hence

{ii) Note that

E(S-tww'S-1) = AL'E(S-'AS-YL,

rid
E(S-'AS-1) m E [ ( : ) @ ... m)]
o
=E [(np): ( LR P —5'.11:-:1)}
—byip-1y 1
1
J— [ (si-u o)J
[} 1

1
= G=p=1n—p=3Ka=p) > +n—P—DAI.

1o’ Qi Alg+win—p—1)
PONNEAL Jn SAA b mmk.? S
Henes BSWE™) = = —D—p—)"
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Theorem 2.1: Let Y and 8 be distributed {ndependently according to Nylv, 1,)
and WW(Iy, n, p), respectively. Let d = S=1Y. Then
Bd) = vlin—p=1), i n=p=1>0
and
o0 (d) = Eld— E\Id—E@)Y,

o (=Nt wiptwin—p+1)fin—p=1)
(n—p)n—p—1)n—p—3)

provided n—p=3> 0.

. v, provided n—p—1> 0,

Proof: E(d) = E(8-1Y) = E(S-)E(Y) =

n—-p—1
Moreover, from Lomma 2.4

BY' V), 4+(a—p=1) E(YY")

) = BT Y S = KA p—1a—p—3)

But E(Y'Y) = ptv'y
EYY') = wl,.

Hence cov (d) = E(dd')—E(d)E(d")
o vt in—p—Ixw'tly) W
(a—pYn—p—1)n—p—3) (n—p—1}

- (n—=1)Ip+v'vIp+w'(n—p+1)fin—p—1)
(n—pYn—p—1)(n—p—3) :

Corollary 2.1,1: Let X and 8 be distribuled independently according to
Ny(p, L) and W(E; n, p), respectively; T being assumed lo be nom-singular. Let
d&° =(8*)1X. Then
(i) Ed") = E-'pf(n—p—1), if n—p—1>0
and
(W E)E N (n~ l)Z-l+z__.-l/‘/"__S___l("_PLl)

i d*) = (n—p—1)
@) oo @) (—PNn—p—THn—p—1)

provided n—p—3 >0,

Proof: Lot E= 7', Define ¥ m X, § = rIS(r')), d = $-1Y = rd*
and v = 7%, From Theorem 2.1 we got

E(d*) = EY(r')1d) = % - ,.Tz;_l‘—r
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provided n—p—1 > 0. Mloreover, from Theorem 2.1, we get
cov(d®) = (r')~! cov (d)r—?
gt
("—1)(7')"7""'("")("')"7"+(7') wri{n—p+1)

- n—p=T)
(n—p)(n—p—1)(n—p—3)

_ (= DE R B BB dn—p4 1) (n—p—1)
(n—p)(n—p—1)(n—p—3)

Corallary 2.1.2: Let X, ..., Xy be a randm sample from Nyip, ), T being
assumed lo be non-singular. Let

z-L1%x ¥ -2 ]
=y EX. 5=I(X-XK5-D)

and the veclor of sample discriminalion coefficients be
d=nS"X,
ne= N—1. Then

E(d) = =p=T P 2‘, if R—p—-1>0,

and
n—l _y, Iup'En—p+1)
[, — R L
oo = e T BT T B ES
provided n—p—8> 0.
Corollary 2.1.3: Let Xy, ..., X be a random sample from Nylp,, ) and
)
X,,Iu...., Xy 49, a random sample from Nylpy. E), T being assumed lo be non-singular.

Let
1 M 1 NENy
Ry = o E:x" Xy = T--;‘:NIX‘

A
§= E (X — X)X, —xm)'+ E (Y — XXX — X))’

and the veclor of sample discrimination coefficienls be
d = n8HZy—Xw)
ne= Ny-+Ny—2. Then

E(d) =

Ld =) ] —p—
=T = H i n—p—1>0

302



SOME ASPECTS OF DISCRIMINATION FUNCTION COEFFICIENTS
and

AN S 1) E (A= )mE-4 E-lup' E-Yn—p+ 1) (n—p—1))
(n—pYn—p=1)(n—p—3)
provided n—p—3>0; m=1UN\+1/Ny p=m—ps

cov (d) =

The sbave two corollaries follow easily from Corollary 2.1.1 and their proofs
are omitted.

3. ASYMPTOTIO DISTRIBUTION OF THE SBAMPLE DISORIMINATION
YUXNOTION COEFFIOIENTS
Theorem 3.1: Let Xy, ..., Xy be a random sample from Nelv, Ip). Let
I N ,
X=y ENo Sy=Z (x.—xm)(x.—xum) '
N o Py
dy = nS('J,x(N,. n=N-=L
Then the distribution of vV K(dy—v) lends to N[0, w+{14+v'v)Ig] as N~ oo,
Proof: Tt can bo seon that

V¥(dn—v) = nSGhV R (X =)~ (N [n} /(a2 iy — Ip)(nSgh)v.
Note the following facte : As N—sco,
LIVNZw, =] = Ngl0, I, nSgh— I in probability,
and LAy — o] = N0, w'+v'vly).
The laat reault follows from Anderson (1058, Theorom 4.2.5) and Lemma 2.4.

Corollary 3.1.1: Let X,, ..., Xy be a random sample from N,{u, E), I being
assumed {0 be non-singular, Lel dy be defined as in Theorem 3.1, Then the diatribution
of V/N(dn—E-14) tends lo N,(0, T) as N—» oo, where

T = Tl B4 (1 p' S )2

Proof: Let L =17

Define X=X, i=1.,N,

Sony =T8T’

Tn =%, v=r

diy = (S X = T'dpe.
It followa from Theorem 3.1 that the limiting distribution. of +/N(dy—v) is
N0, w'+(14+v'),). Honce the limiting d.iatx:ibu!,lon of
VREn—E) = (") VEd-Y)
393
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is N (0, I'), whero
P = @'y w1+, )t
= E-up TR B )T
Now wa shall derive the asymptotic distribution of dy as dofined in Theorem
3.1, without making the assumption that the underlying distribution is multivariate
normal.

Theorem 3.2: Lo X,, Xy, ...,be a sequence of i.i.d. random vectors (px 1)
with the common mean v and the common covariance malrix I,. Moreover, il is assumed
that

7di g by 1) = E(X0, X X1 Xa,)

existe for any i, j, k.1, where X{ = (Xy,, ..., X,,). Lel dy be defined asin Theorem 3.1,
Then the limiting distribution of «/N(dy—v) ia N0, T) as N — co, where

T =(ry),

142 2 i =2 i i
ra=1+ 2 L wyrdd 6,5.5)=2 2 v, .3,

2
e =8 F wpurli, 5 ) =ven—2 & wrli. £ 3), i #i
J=1 Jra) =1

76,5 k) = EXeXpuXp, v = (v v,

Proof : We define Xy, Six) and dy as in Theorem 3.1 and use the following
relation :

VEUx—) = 284V FE o= () VI S L NnSzhp

Note that
1 ¥ . .
=Sy = — El (X=X, —v) —T(x(M—V)(x(N)—V) .
Since
(Xm— ) Xny—v)'= O(pXp) in probability,
we have n-18m— 7, in probability.
Hence nSz)—» I, in probability.

N
Let By, = xl(.\',—v)(x,_v)'. Then +/a(n~183—1,) and V/i(n='By,—I;)
1
VN
obtained by computing the cov [(n='S,y,—1,)v] and cov[Xw—v, (=28 —1,)v].

A

are aaymptotically equivalent, sinco Xy x,—v ia 0, ( ) Tho required result is now
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Corollary 3.2.1 1 Lel (Xp) b¢ a sequence of i.id. random weclors (px 1) with
the common mean p and the common covariance mainz L; T being assumed lo be nonain-
gular. Let dy be defined as in Theorem 3.1.  Then the distribution of «/ N(dy—E-1x)
tends lo N[0, [*) a2 N— <o, where

[ = (r')' T,
L = 17, and the malriz T be defined as in Theorem 3.2 toilh v = 7~'x and 7, and 7,
are replaced reapectively by 1¢ and 13, where
Ty k1) = EINGXLXGXG),
735 Js k) = BIXLXGXGL
X, =X,

The proof of Corollary 3.2.1 ia tha same as the proof of Corollary 3.1.1; usa tho results
of Theorem 3.2 instead of those of Theorem 3.1,

4. Tears OF nYKC QONQERN1XG ATION COEPFICIENTS

Let Xy, .... Xy bo a random samplo from the nonsingular N(x, E). Defino

1.4 N
=g EX, 8= (X~ XNX-5) = o).

The joint density of X, ..., Xy ia
1 N, oy Yook
TS P [—-,—"2 oy’ = LI (.‘:‘-‘ ~".-Y.)+A\’7’X],

whore (75, ...p ¥p) = ¥ == p' T, Lot

]. oy = [E:]. A = w1’

].x...- I:;:]»D?-xin'?ﬁfxm-

Let H denote the hypothesis to be tested and X the altornative hypothesia. Ve shall
consider the following testing problems.

(8) H: WKy K>y or yy <
74 and ¥ are apecified conatants and i is & fixed integer lying between 1 to p.
() Hiyi=o; Kin#A™
305
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7{® is a specified constant and i is & fixed integer lying betweon 1 and p.

2 »
(c) H: Elbg'y‘ =by K: ‘Zlbl)'t # by

b's are specified constants.
d) H:¥p=Ypy = =Ypgu=0; K:not H(1<q<p).

It can be seon that the hypothesis H is equivalont to the hypothesia :
8} =A}_ (85 =0)
(¢) H:By=0; K:By#0.

Bisa known gx p matrix of rank . Tho problom (d) is a special ease of this problem.
() H: 0 B—A, <o Ki A3—AL > ¢

¢, is a specified constant.

\Vithout going into dotails we shall make comments on the existence of ‘good’
teats for the above problems. Note that the distributions of X,, ..., Xu constitute
an exponential family. It now follows from Lehmann (1959) that tho UMP unbiased
test exists for each of the problems (a), (b) and (e). However, these tests aro conditional
tests oxcept when 9 = 0 in (b) and b, = 0in(c). Giri (1964, 1005) considered a suit-
able invariant class of testa for the problem (d) and showed that the likelihood-ratio-
test is UMP in the class of all similar and invariant tests. It is easily scen that the
form of the problem (d) is obtained by the ical reduction of the problom (e).
Thero exists a matrix C such that the hypoth in () is equivalent to yy = ... =
Y3—gs1 =0 whero ¥* is the vector of discrimination functi flicients for the distri-
bution Ny(Cp, CEC'). The likelihood-ratio-test for the problem (e) is given in Rao
(1965). For the problem (f) if we restrict our attention to the class of invariant tests
as considered by Giri (1964) for the problem (d), then there exists a UMP unbiased
test in this invarient class; however, this test is a conditional test, unless ¢y = 0.

4.1, Properties of the power functions of certain lesls. First, we considor the
problem (d). The likelihood-ratio-test for this problom rejects /I iff

|@3-05-0f (F+28.0)] > 5% Feig ¥-p)=4°

where Fla; ¢, N—p) is the upper 100z percont point of the F-distribution with d.f.
gand N—p. The conditional probability of the nccoptance region, given D} _,, is

" N . 4° . AR_AL_
D3 83830 = § * (vi0. N-pi H) dy
¢ 7P
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whero f°(.; a, b;7%) is the density of noncentral F-distribution with d.f. @ and &
and noncentrality parameter 78 Since the density of tho noncentral F-distribution
has tho ‘monotone likelihood ratio® property (Lehmann, 1939), I is a decreasing func-
otion of A}—A}_, but an increasing function of D}_,. It can bo scen that the pro.
bability of the acceptanco region is

- N—
IO =8 0 830 = [ ID3egi B3=83-0" (Dheg 524 i pg. Nopts 83,

a(03., L22H9),

1t follows now that for fixed Af—~A3_, I° is an increasing function of A}_,. Thus we
arrive at the following theorem.

Theorem 4.1: The power funclion of the likelihood-ratio lest for the problem
(d) is an increasing funclion of 8, —45_ bul a decreasing function of [} .

Nole: Tho UMIP unbiased tests for the problem (b) with % = 0 and for the
problem {c) with b, = 0 coincido with the cor ding likelihood-ratio tests.

T

Next wo consider the problem {d) with g = p. The hypothesis J/ is then equi-
valont to s == 0 and tho step-down test (Rao, 1865) for this problem accopta M iff

PSP, i=1,.,p.

where Fgﬂl:’_—m". s=1,..,p (D}=0)
lT+DLl

and FY are computed from the table of F-distribution and the size condition. The
power function of such a test involves

d=0=Ay i=1,..p,

as parameters, We shall inveatigate whether the power function of the step-down
test i as each dy soparately i Wo shall find that the step-down teat
does not have this strong property; howover, it has some weaker propertics regarding
the monotonicity of the power function with respect to the parameters involved.

Thoorem 4.2 : The power function of the seip-down lest for the problem (d)
with g = p is an increasing funclion of Oy when 9, ... &_, are fired and
O =0Opy= =8y =0 (i=1,..,p).
Proof: Whon dp=0dp_y = ... = 044y = 0, Fy, Fy_y, ..., Fy,y are distributed
indopondontly of Fy, ..., F, and
PIF K] j =il ]
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doca not involve any of the parameters, Moreover, the conditionnl distribution of
(N—i)F given Fy, ..., Fi_y is the non-central F-distribution with d.f. 1 and N—i

and non-centrality paramoter 0(/(%,-+DL,). Note that D}, is function of

Fy, oy Fiy. Since the F-distribution has the ‘monotono likelihood ratio’ property,
wo have

PF K F\Fyyooes Fiogi 0 5 PIFLQ FUFy, o Fiyi 8)

if 3y > 9. Combining tho above results, we got the theorem, Tho above result also
follows from Das Gupta, Anderson and Mudholkar (1064); as a matter of fact, this is
montioned by Khatri (1066) who derived the result following Das Gupta, Anderson
and Mudholkar (1064).

Wo shall now show that tho power function of the stop-down test is not an in-
creasing function separately with respeot to each 9. To illustrate this fact we shall
consider, for simplicity, p = 2.

Let « be the sizo of tho step-down test. Let FY , (N—1) be tho upper 100z,
percent point of the F-distribution with d.f. 1 and N—1 and let (N—2)F} ,_ be the

upper 100, percent point of tho F-distribution with d.f. 1 and N—2; we take a, and
ay buch that (1—a,{1—-a,) = I—a. Thus, given a we may tako any of the different
combinations of (F$, F3) subject to the above size condition. If for every a, we have

P(FQR,, ISR ) > P(RKR FCRG ) )

whenover 9} » d,, then we ehall arrive at a contradiction. When a; =0, a,=a,
then

P(Fl <F?,.,- F:<F3, g al-al)

strictly decreases if 9, increases. This follows from Theorem 4.1, 1f we take the limits
of both the sides in (1) as a,— 0, wo got a contradiction,

However, we shall show that given 3] > 9, it is possible to choose a, so that

P[FQ R, P QP 08 D P[FQR, P KR8 3.

Let IFy; 9)) = P[F, <RI ]

Chooso FY | e that

(P a)ip(Rdt) =1
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whero p(.; 9) is tho density of the non-ceatral Fedistribution with d.f. 1 aud ¥ —1
and noncentrality parameter 4. Now
P[RRl KK By 008
2

= [ IFy; pky; 0)aF,

L)
oy
. o, g PFG )
= sl' HE; oM pFy a')PTli"s) dF,
1o

> ..f NF,; 3)) plFy; O)F,

=P[R R, PR FLyi 03 )

oy
rince p(Fyi 0))/p{Fy, 9;) in & decreasing function of Fy.

For the general eaxc, given d; > d, the points ¥}, FP_(, ..., F} can bo choxen
suitably so that tho power at ] is moro than the power at d; when the other d)'s are
fixed.

4.2. Noxt, wo shall considor somo testing problems in the two-samplo case.
\Vo have a random sample of sizo ¥, from Npiy,, ) and a random samplo of size
Ny from Np{py, E). Defino y' = (y=pg)’S1 = (1. ..., ¥p).  Tho following testing
problome aro of interest.

(A) H: €A Kiy>HP or <o

(B) H:yi=o" K:yistA
» . »
) H: ’El by = bt K: ’Slbm #b
(D) yp=17pu= Yo-ea1 =0,  Kinotlf.

It follows from Lehmann (1950) that UMP unbinsed test exists for each of the problems
(A), (B) and (C). For the problem (D), the UMP test existy in the class of all similar,
invariant tests; howevor, invariance should bo considered with respect to the group
of transformations taken in Giri (1964) along with tho translation growup.

Remark 1: Tt would be interesting to study the problem of testing tho hypo-
thesis I : jr,S71 = ¢pty 27" when the two normal populations have covariance matrices
¥, and L,. The likelihood-ratio test for this problem is quite complicnted.

Remark 2 : Tho problem of teating y, =y, = ... = y; = 0 is formulated in
o multiple-decision sot-up in Das Gupta (1868) and another property of the
step-down test ia nlso studied there.
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