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Preface

Completely positive (CP-) maps are special kinds of positivity preserving maps on

C∗-algebras. W.F. Stinespring [Sti55] obtained a structure theorem for CP-maps

showing that they are closely connected with ∗-homomorphisms. W. Arveson and

other operator algebraists quickly realized the importance of these maps. Presently

the role of the theory of CP-maps in our understanding of C∗-algebras and von

Neumann algebras is well recognised. It has been argued by physicists that CP-

maps are physically more meaningful than just positive maps due to their stability

under ampliations. From quantum probabilistic point of view CP-maps are quantum

analogues of stochastic or sub-stochastic transition probability maps. Therefore one

begins with such maps in order to construct quantum Markov processes. Recently

there has been lot of interest in quantum computation and quantum information

theory and here trace preserving, unital CP-maps play the role of quantum channels.

This justifies detailed study of CP-maps and related concepts.

Often it is the structure theorems that makes a theory worth studying. GNS-

theorem and Stinespring’s theorem are the basic structure theorems for CP-maps.

Our main tool to study CP-maps is the theory of Hilbert C∗-modules. They are

objects similar to Hilbert spaces. Close connections between CP-maps and Hilbert

C∗-modules are well-known ([Kas80, Mur97, Pas73]).

Given CP-maps ϕ1 and ϕ2 between unital C∗-algebras A and B, by a common

representation module for them we mean a Hilbert A-B-module E where they can be

represented, that is, there exists xi ∈ E such that ϕi(·) = 〈xi, (·)xi〉. We define β as

the infimum of the norm differences ‖x1 − x2‖ taken over all common representation

modules E and representing vectors xi ∈ E, and call it Bures distance. We show

the existence of a sort of universal module where we can take infimum to compute

the Bures distance, and thereby prove that β is a metric when the CP-maps under

consideration map to a von Neumann algebra or to an injective C∗-algebra. However,

β is not a metric when the range algebra is a general C∗-algebra. The definition of

Bures distance is abstract and does not give us indications as to how to compute

it for concrete examples. We show that Bures distance can be computed using

intertwiners between two (minimal) GNS-constructions of CP-maps. We also prove

a rigidity theorem, showing that GNS-representation modules ([Pas73]) of CP-maps

which are close to the identity map contain a copy of the original algebra.
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If ϕ : A → B is a linear map, then by a ϕ-map we mean a linear map T : E → F

from a Hilbert A-module E into a Hilbert B-module F such that 〈T (x1), T (x2)〉 =

ϕ(〈x1, x2〉) for all xi ∈ E, that is, T preserves the inner product up to the linear map

ϕ. We prove that if E is full and if ϕ is bounded linear, then ϕ will be automatically

CP. Moreover, T is completely bounded with CB-norm ‖T‖cb := supn ‖Tn‖ =
√
‖ϕ‖.

We derive a Stinespring type structure theorem for ϕ-maps for the case when A =

B(G) and F = B(G,H), where G and H are Hilbert spaces. We also find three

equivalent conditions that tell us when a map T : E → F is a ϕ-map for some CP-

map ϕ without knowing ϕ, just by looking at T . One of the important condition says

that they are precisely CP-H-extendable maps, that is, maps T : E → F which allows

a blockwise CP-extension between the extended linking algebras of E and FT :=

spanT (E)B such that the 22-corner of the CP-extension is a ∗-homomorphism. If

such an extension is possible into the extended linking algebra of F we call T : E →
F a CPH-map. CPH-maps are important if we want to talk about semigroups of CP-

H-extendable maps. We also study maps T : E → F which allows a strict blockwise

CP-extension between the linking algebras of E and F , and give a factorization

theorem of such maps that generalizes those of Asadi([Asa09]) and Skeide([Ske12]).

∗ ∗ ∗ ∗ ∗

Chapter 1. We begin the thesis by providing necessary background mate-

rial on Hilbert C∗-modules. Our purpose in this chapter is to review some basic

theory of Hilbert C∗-modules to make it accessible to non-specialists. Most of the

definitions, examples, results and proofs can be found in [Lan95, Chapters 1-5,

7],[Ske01, Chapters 1-4]. We will not mention it explicitly each time. Other details

can be found in the articles cited. Michael Frank’s Hilbert C∗-Modules Home Page

(http://www.imn.htwk-leipzig.de/ mfrank/hilmod.html) lists about 1700 references.

Chapter 2. D. Bures [Bur69] defined a notion of distance (metric) between

states on von Neumann algebras and that there is a scope to generalize this to CP-

maps was shown by [KSW08a]. We study this generalization using the language of

Hilbert C∗-modules.

Chapter 3. We consider maps between Hilbert C∗-modules which generalizes

the notion of isometries and unitaries. This study was motivated mainly by the work

of [Asa09, TS07, Ske12]. First we search properties of such maps and later discuss

structure theorem for such maps. In particular, we strengthen Asadi’s theorem
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([Asa09]) and discuss the minimality of the representations and prove the uniqueness

of such representations up to unitary.

Chapter 4. We investigate maps, called CP-H-extendable maps, between

Hilbert C∗-modules which allows for a CP-extension to a map between the associ-

ated extended linking algebras acting blockwise with 22-corner a ∗-homomorphism.

We give different characterizations of such maps. This study is motivated by the

work of Bakic-Guljas([BG02b]), Skeide ([Ske06b]) and Abbaspour-Skeide ([TS07]).

Appendix A. In appendix we give some background materials. Basic defini-

tions and theory of C∗-algebra, von Neumann algebra, CP-maps, CB-maps, normal

maps, CP-semigroups, E0-semigroups, dilation of semigroups and operator spaces

are outlined.

∗ ∗ ∗ ∗ ∗

Notations and conventions: By N,R,R+ and C we denote the set of all positive

integers, real numbers, non-negative real numbers and complex numbers, respec-

tively. All vector spaces under consideration are over the field C. We use ⊕,⊗ to

denote algebraic direct sum and algebraic tensor product of vector spaces.

We use G,H,K to denote Hilbert spaces. For denoting C∗-algebras we use

A,B, C. Hilbert C∗-modules are denoted by the symbols E,F, E ,F, etc. We use

X, Y, Z to denote subsets, subspaces, normed spaces, operator spaces, etc. All

sesquilinear maps are linear in its second variable and conjugate linear in its first

variable. In particular, our inner products are linear in second variable and con-

jugate linear in first variable. If (x, y) 7→ xy is bilinear or sesquilinear on X × Y ,

then XY is the set {xy : x ∈ X, y ∈ Y }. We do not adopt the convention that

XY = span{xy : x ∈ X, y ∈ Y } or XY = span{xy : x ∈ X, y ∈ Y }. Sequences and

nets in a set X are denoted as {xn}n∈N, {xα}α∈Λ, respectively, where Λ is a directed

set. We let Mn(X) denote the set of all n×n matrices over X. Elements of Mn(X)

are denoted as x = [xij] where xij ∈ X is the (i, j)th-entry of x. We use ‘t’ to denote

the transpose of a matrix.

Given two (normed) vector spaces X and Y , the space of all linear maps from X

to Y is denoted by L(X, Y ), and the space of all bounded linear maps from X to Y

is denoted by B(X, Y ). If X = Y , then L(X) := L(X,X) and B(X) := B(X,X).

We may denote B(X ⊕ Y ) as B(

(
X

Y

)
) if X, Y are inner product spaces. The norm
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completion of a normed space X is denoted by X. Also the closure of a subset Y in

a topological space X is denoted by Y .

∗ ∗ ∗ ∗ ∗

Publications:

(1) B. V. Rajarama Bhat, K. Sumesh; Bures Distance For Completely Positive

Maps, Infinite Dimensional Analysis, Quantum Probability and Related Top-

ics, Vol. 16, No. 4 (2013), 1350031 (22 pages).

(2) B. V. Rajarama Bhat, G. Ramesh and K. Sumesh; Stinespring’s theorem for

maps on Hilbert C∗-modules, J. Operator Theory 68 (2012), No. 1, 173–178.

(3) Michael Skeide, K. Sumesh; CP-H-Extendable Maps between Hilbert modules

and CPH-Semigroups, Journal of Mathematical Analysis and Applications,

Vol. 414, No. 2 (2014), 886–913.

This thesis is based on the three papers listed above. Chapter 2 is essentially

the paper (1). Chapter 3 and 4 are based on paper (2) and (3, Section 1-3).
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Chapter 1

Introduction to Hilbert C∗-modules

Irving Kaplansky ([Kap53]) introduced the notion of Hilbert C∗-modules as a gener-

alization of Hilbert spaces by allowing the inner product to take values in a commu-

tative unital C∗-algebra. Subsequently W. L. Paschke [Pas73] extended this theory

to noncommutative C∗-algebras. Independently, M. A. Rieffel [Rie74a] developed

similar theory and applied it successfully to the study of induced representations of

C∗-algebras. Hilbert C∗-modules can also be viewed as the generalization of vector

bundles to noncommutative C∗-algebras. Hilbert C∗-modules arise often in operator

theory, operator algebras, operator space theory, operator K-theory, group represen-

tation theory, noncommutative geometry, etc. Besides this, the theory of Hilbert

C∗-modules is very rich and well studied.

In quantum dynamics, product systems of Hilbert C∗-modules were introduced

by Bhat and Skeide [BS00], as a generalization of products systems of Hilbert spaces

([Arv89]). They are necessary to extend Arveson’s theory from B(H) to general C∗-

algebras. This is one of our motivations.

This introduction (including notations) is based mostly on the works of M. Skeide

([Ske00, Ske01]). We also borrow results and ideas from Lance ([Lan95]) and papers

of several other authors.

1.1 Hilbert C∗-modules

1.1.1 Pre-Hilbert C∗-modules

Definition 1.1.1. Let B be a pre-C∗-algebra. An inner product B-module (or pre-

Hilbert B-module) is a complex linear space E which is a right B-module (with a

compatible scalar multiplication: λ(xb) = (λx)b = x(λb) for all x ∈ E, b ∈ B, λ ∈
C), together with a map 〈·, ·〉 : E × E → B such that

(1) 〈x, x〉 ≥[a] 0 (x ∈ E),

(2) 〈x, x〉 = 0⇐⇒ x = 0 (x ∈ E),

(3) 〈x, λy + λ′z〉 = λ〈x, y〉+ λ′〈x, z〉 (x, y, z ∈ E and λ, λ′ ∈ C),

[a]An element is said to be positive in a pre-C∗-algebra B if it is positive in the completion of B.

1



1.1. HILBERT C∗-MODULES CHAPTER 1.

(4) 〈x, yb〉 = 〈x, y〉b (x, y ∈ E and b ∈ B),

(5) 〈x, y〉 = 〈y, x〉∗ (x, y ∈ E).

If E satisfies all the conditions for an inner product B-module except (2), then we

call E a semi-Hilbert B-module. By a submodule of a pre-Hilbert B-module E we

always mean a B-submodule of E.

The map 〈·, ·〉 will be called a B-valued inner product on E. Note that condition

(3) requires the inner product to be linear in its second variable. It follows from (5)

that the inner product is conjugate linear in its first variable and 〈xb, y〉 = b∗〈x, y〉.
As in the case of inner product spaces we have the polarization identity given by

〈x, y〉 =
1

4

3∑
n=0

(−i)n〈x+ iny, x+ iny〉 ∀x, y ∈ E, i2 = −1.

Example 1.1.2. Here are some basic examples of pre-Hilbert C∗-modules.

(i) Any pre-C∗-algebra B is a pre-Hilbert B-module with inner product 〈b, b′〉 :=

b∗b′. More generally, any right ideal I in B can be made into a pre-Hilbert

B-module (actually a pre-Hilbert I-module) in the same way.

(ii) LetG andH be pre-Hilbert spaces and let B ⊆ B(G) be a ∗-algebra of bounded

operators on G. Suppose E ⊆ B(G,H) is a subspace such that EB ⊆ E and

E∗E[b]⊆ B. Then E forms a pre-Hilbert B-module with composition as module

action and inner product given by 〈x, y〉 := x∗y.

1.1.2 Cauchy-Schwarz inequality

Recall that in a semi-Hilbert space the Cauchy-Schwarz inequality, which asserts

that 〈h1, h2〉〈h2, h1〉 ≤ 〈h2, h2〉〈h1, h1〉 for all elements h1, h2, allows to quotient out

the null vectors[c]. For semi-Hilbert C∗-modules we have the following version: Let

E be a semi-Hilbert C∗-module over a pre-C∗-algebra B. Then

〈x, y〉〈y, x〉 ≤ ‖〈y, y〉‖ 〈x, x〉
[b]For any subset X of a C∗-algebra, X∗ := {x∗ : x ∈ X}.
[c]A vector x ∈ E is said to be a null vector if 〈x, x〉 = 0.

2



CHAPTER 1. 1.1. HILBERT C∗-MODULES

for all x, y ∈ E. So if x ∈ E is a null vector, then 〈x, y〉 = 0 = 〈y, x〉 for all y ∈ E.

Now given x ∈ E define

‖x‖ := ‖〈x, x〉‖
1
2 and |x| := 〈x, x〉

1
2 .

Note that |·| may not satisfy triangular inequality.

Proposition 1.1.3. Let E be a semi-Hilbert B-module. Then

(i) ‖·‖ is a semi-norm on E, which is a norm if and only if E is a pre-Hilbert

B-module.

(ii) ‖〈x, y〉‖ ≤ ‖x‖ ‖y‖ and |〈x, y〉| ≤ ‖x‖ |y|. In particular 〈x, 0〉 = 〈0, y〉 = 0 for

all x, y ∈ E.

(iii) ‖xb‖ ≤ ‖x‖ ‖b‖ and |xb| ≤ ‖x‖ |b| for all x ∈ E and b ∈ B.

(iv) If x ∈ E, then ‖x‖ = sup‖y‖≤1 ‖〈y, x〉‖.

Proposition 1.1.4. Let E be a semi-Hilbert B-module and NE := {x ∈ E : 〈x, x〉 = 0}.
Then NE is a closed submodule of E so that the quotient E/NE is a right B-module.

Moreover, E/NE inherits an inner product which turns it into a pre-Hilbert B-module

by defining

〈x+NE, y +NE〉 := 〈x, y〉

for all x, y ∈ E.

Suppose E is a pre-Hilbert B-module. Then 〈x, y〉 = 〈x′, y〉 for all y ∈ E implies

that x = x′. Also if B is unital, then x1B = x for all x ∈ E. If B is not unital

and B̃ is the unitalization of B, then E becomes a pre-Hilbert B̃-module if we define

x1 := x for all x ∈ E.

Proposition 1.1.5. Let E be a pre-Hilbert B-module and x ∈ E. Then

(i) xeα
α−−→ x for any approximate unit {eα}α∈Λ of B.

(ii) xb = 0 for all b ∈ B implies that x = 0.

Proposition 1.1.6. Let E be a pre-Hilbert B-module. Then

(i) spanEB[d]= E.

[d]By span we always mean the B-linear span.

3



1.1. HILBERT C∗-MODULES CHAPTER 1.

(ii) span 〈E,E〉[e] is a closed two-sided ideal in B and spanE〈E,E〉 = E.

Definition 1.1.7. The ideal BE := span〈E,E〉 is called range ideal. If BE = B, then

we say E is full.

In general span 〈E,E〉 is not whole of B, that is, E may not be full. (Recall that

pre-Hilbert spaces are full pre-Hilbert C-module.) But E can always be thought of

as a full pre-Hilbert BE-module. If B is a unital C∗-algebra and if there exists a unit

vector x ∈ E (i.e., 〈x, x〉 = 1), then E is a full Hilbert B-module.

1.1.3 Hilbert C∗-modules

Definition 1.1.8. A Hilbert C∗-module is a pre-Hilbert module over a C∗-algebra

which is complete with respect to the norm defined in Proposition 1.1.3.

Example 1.1.9. Following are some examples of Hilbert C∗-modules.

(i) A complex Hilbert space is a Hilbert C-module under its inner product.

(ii) If Ω is a locally compact Hausdorff space and E a vector bundle over Ω with a

Riemannian metric d, then the space of continuous sections of E is a Hilbert

C(Ω)-module. The inner product is given by 〈f, g〉(x) := d(f(x), g(x)).

(iii) A C∗-algebra is a Hilbert C∗-module over itself.

(iv) Let B be a C∗-algebra and H be a Hilbert space. Then the vector space tensor

product H⊗B is a Hilbert B-module with right action (h⊗ b)b′ := h⊗ bb′ and

inner product 〈h⊗ b, h′ ⊗ b′〉 := 〈h, h′〉Hb∗b′.
(v) If {Ek}nk=1 is a finite set of Hilbert C∗-modules over a C∗-algebra B, then

⊕nk=1Ek is a Hilbert B-module if we define
〈
{xk}, {yk}

〉
:=
∑

k〈xk, yk〉 and

{xk}b := {xkb}. In particular, if Ek = E for all k, then we write En for

⊕nk=1Ek. Also we write elements of En as column vectors rather than as row

vectors.

(vi) Let {Eα}α∈Λ be an infinite set of Hilbert C∗-modules over a C∗-algebra B.

Define ⊕α∈ΛEα :=
{
{xα}α∈Λ :

∑
α〈xα, xα〉 conerges in B

}
, which is a Hilbert

B-module with inner product
〈
{xα}, {yα}

〉
:=
∑

α〈xα, yα〉 and module action

[e]If E is a pre-Hilbert B-module, then 〈E,E〉 := {〈x, y〉 : x, y ∈ E} and E〈E,E〉 := {x〈y, z〉 :
x, y, z ∈ E}.
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{xα}b := {xαb}.

Remark 1.1.10. The following remarks enables us to assume that both the underlying

pre-C∗-algebra and the pre-Hilbert C∗-module are complete.

(i) Let B be a C∗-algebra and E be a pre-Hilbert B-module. Then using the

completeness of the C∗-algebra B, we can make the completion E of E into

Hilbert B-module in a natural fashion.

(ii) We can define a Hilbert B-module over a pre-C∗-algebra B in exactly the same

way as a Hilbert C∗-module over a C∗-algebra. Now if E be a Hilbert B-

module, then, using the continuity of the right multiplication (x, b) 7→ xb (in

fact this map is jointly continuous), the module action of B on E can be extend

to a module action of B on E, and thereby to make E a Hilbert B-module.

(iii) Suppose B is a pre-C∗-algebra and E is a pre-Hilbert B-module. Then, using

the joint continuity of right multiplication, E can be made into a Hilbert

B-module. Note that completeness of E may not imply completeness of B.

Proposition 1.1.11 ([Ske09c, Lemma 3.2]). Let E be a full Hilbert C∗-module over a

unital C∗-algebra. Then there exists n ∈ N and ξ ∈ En such that 〈ξ, ξ〉 = 1.

1.1.4 Ideal submodules

From here onwards by an ideal in a C∗-algebra B we always mean a closed two-sided

ideal. An ideal B0 in B is said to be essential if there is no nonzero ideal of B that

has zero intersection with B0. It is well known that for any C∗-algebra B there is a

unique (up to isomorphism) C∗-algebra which contains B as an essential ideal and

is maximal in the sense that any other such algebra can be embedded in it. This

algebra is called the multiplier algebra of B and is denoted by M(B). If B is unital,

then M(B) ∼= B. (See [Mur90, Ped79] for details).

In this section we discuss ideal submodules of Hilbert C∗-module. Details can

be found in [BG02b].

Definition 1.1.12. Let I be an ideal in a C∗-algebra B and E be a Hilbert B-module.
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The associated ideal submodule EI is defined by

EI := spanEI = span{xb : x ∈ E, b ∈ I}.

Proposition 1.1.13. Let E be a Hilbert B-module and I be an ideal in B. Then

(i) EI = EI = {xb : x ∈ E, b ∈ I}.
(ii) EI = {x ∈ E : 〈x, x〉 ∈ I} = {x ∈ E : 〈x, x′〉 ∈ I for all x′ ∈ E}.

If E is full, then EI is full as a Hilbert I-module.

Corollary 1.1.14. If E is a Hilbert B-module, then E = {xb : x ∈ E, b ∈ B}.

Proposition 1.1.15. Let E be a Hilbert B-module and I be an essential ideal in B.

Then for all x ∈ E,

(i) ‖x‖ = sup
{
‖xb‖ : b ∈ I, ‖b‖ ≤ 1

}
and

(ii) ‖x‖ = sup
{
‖〈x, x′〉‖ : x′ ∈ EI , ‖x′‖ ≤ 1

}
.

Conversely, if E is a full B-module in which (i) or (ii) is satisfied with respect to

(the ideal submodule associated with) some ideal I in B, then I is an essential ideal

in B.

1.1.5 Self-duality

We have seen a substitute for Cauchy-Schwarz inequality in case of Hilbert C∗-

modules. A very natural question is: Hilbert C∗-modules are self-dual or not ? We

know that Hilbert spaces are self-dual, that is, all bounded linear functional are

given by an inner product.

Definition 1.1.16. Let E be pre-Hilbert module over a pre-C∗-algebra B. Define

Er := {φ : E → B : φ is linear and φ(xb) = (φx)b ∀x ∈ E, b ∈ B, ‖φ‖ <∞}

E∗ := {x∗ : E → B : x∗(x′) := 〈x, x′〉 ∀x, x′ ∈ E}.

The space Er is called the space of all bounded right linear B-functionals (or B-

functionals) on E and the space E∗ is called the dual module of E.

From Proposition 1.1.3 we have ‖x∗‖ = ‖x‖. Thus x 7→ x∗ is an antilinear Banach
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space isometry from E onto E∗. Clearly E∗ ⊆ Er ⊆ B(E,B). The containment can

be even proper. Thus, in general, a B-functional on a (pre-) Hilbert module may

not be given by an inner product. So sometimes one may consider on E other B-

valued inner products defining norms equivalent to the given one ([Fra99, Man96b,

Man96a]).

Definition 1.1.17. A pre-Hilbert B-module E is said to be self-dual if E∗ = Er.

Self-dual pre-Hilbert modules over C∗-algebras are complete. The converse is not

true in general. So the cases where we need self-dual Hilbert C∗-modules we con-

sider “von Neumann modules” (Section 1.4) which are modules over von Neumann

algebras.

Definition 1.1.18. The B-weak topology on a pre-Hilbert B-module E is the locally

convex Hausdorff topology generated by the family ‖〈x, ·〉‖ (x ∈ E) of seminorms.

Theorem 1.1.19 ([Fra99, Theorem 6.4]). Let B be a C∗-algebra and E be a Hilbert

B-module. Then E is self-dual if and only if the unit ball of E is complete with

respect to the B-weak topology.

Proposition 1.1.20 ([Pas73, Proposition 3.8]). Let E be a self-dual Hilbert C∗-module

over a W ∗-algebra. Then E is a conjugate space.

Proposition 1.1.21 ([Pas73, Proposition 3.11]). Let E be a self-dual Hilbert C∗-module

over a W ∗-algebra B. Then each x ∈ E can be written x = w |x|, where w ∈ E is

such that 〈w,w〉 is the range projection of |x|. This decomposition is unique in the

sense that if x = vb where 0 ≤ b ∈ B and 〈v, v〉 is the range projection of b, then

w = v and b = |x|.
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1.2 Operators on Hilbert C∗-modules

1.2.1 Bounded adjointable operators

Definition 1.2.1. Let E and F be semi-Hilbert modules over a pre-C∗-algebra B. A

map T : E → F is said to be adjointable, if there exists a map T ∗ : F → E such

that 〈Tx, y〉 = 〈x, T ∗y〉 for all x ∈ E, y ∈ F and we call T ∗ an adjoint of T . If T is

adjointable, then so is T ∗ with (T ∗)∗ = T .

Let T : E → F be a linear map between semi-Hilbert B-modules. Then the

operator norm of T is given by

‖T‖ := sup
‖x‖≤1

‖Tx‖ = sup
‖x‖≤1,‖y‖≤1

‖〈y, Tx〉‖ .

Clearly ‖Tx‖ ≤ ‖T‖ ‖x‖ for all x ∈ E with ‖x‖ 6= 0. Now if E is a pre-Hilbert

module, then the inequality holds for all x ∈ E. If T is adjointable, then by definition

‖T‖ = ‖T ∗‖ and ‖T ∗T‖ ≥ ‖T‖2. For pre Hilbert B-modules E and F we can have

‖T ∗T‖ = ‖T‖2.

We let La(E,F ) and Br(E,F ) denote the space of all linear adjointable and

bounded right linear (i.e., B-linear) maps from E to F respectively, and let La(E) =

La(E,E) and Br(E) = Br(E,E). Note that Er = Br(E,B).

Proposition 1.2.2. Let E and F be semi-Hilbert B-modules.

(i) Any map T ∈ La(E,F ) gives rise to a unique element T̃ ∈ La(E/NE, F/NF ).

(ii) Any map T ∈ Br(E,F ) gives rise to a unique element T̃ ∈ Br(E/NE, F/NF )

of the same norm.

Proposition 1.2.3. Let E and F be semi-Hilbert B-modules and let T : E → F

adjointable. Then

(i) E is pre-Hilbert B-module implies T ∗ is unique.

(ii) F is pre-Hilbert B-module implies T is B-linear.

Proposition 1.2.4. Let E and F be pre-Hilbert B-modules and T : E → F be an

adjointable map. If either E or F is complete, then T is bounded.
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Thus all adjointable maps between Hilbert C∗-modules are bounded and right

linear. But the converse is not true in general, that is, bounded right linear maps

between Hilbert C∗-modules may not be adjointable.

Proposition 1.2.5 ([Pas73, Proposition 3.4]). Let E and F be pre-Hilbert C∗-modules

over the same C∗-algebra and T : E → F be a bounded right linear map. If E is

self-dual, then T is adjointable.

For pre-Hilbert B-modules E and F we denote the space of all bounded ad-

jointable maps from E to F by Ba(E,F ), and if E = F then Ba(E,E) = Ba(E). If

one of E and F is complete, then Proposition 1.2.4 says that La(E,F ) = Ba(E,F ).

From Proposition 1.2.3 we have Ba(E,F ) ⊆ Br(E,F ). Clearly any x∗ ∈ E∗ is ad-

jointable with adjoint given by (x∗)∗ : b 7→ xb for all b ∈ B, and thus E∗ ⊆ Ba(E,B).

Proposition 1.2.6. Let E and F be pre-Hilbert B-modules. Then

(i) E is complete implies Ba(E,F ) is a closed subspace of Br(E,F ).

(ii) F is complete implies Br(E,F ) is a Banach space.

(iii) E and F are complete implies Ba(E,F ) is a Banach subspace of Br(E,F ).

Corollary 1.2.7. Let E be a pre-Hilbert B-module. Then Br(E) forms a normed al-

gebra and Ba(E) forms a pre-C∗-algebra. If E is complete, then Br(E) is a Banach

algebra and Ba(E) is a C∗-algebra.

Proposition 1.2.8 ([Pas73, Proposition 3.10]). If E is a self-dual Hilbert C∗-module

over a W ∗-algebra, then Ba(E) is a W ∗-algebra.

Note that Ba(E,F ) forms a pre-Hilbert Ba(E)-module with composition as the

module action and with inner product given by 〈T, T ′〉 := T ∗T ′.

Example 1.2.9. Let E be a Hilbert C∗-module. Since E is complete so is En. Since

La(En) ∼= Mn(La(E)), from Proposition 1.2.4, we have Mn(Ba(E)) = Mn(La(E)) ∼=
La(En) = Ba(En). Thus Mn(Ba(E)) forms a C∗-algebra.
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Proposition 1.2.10. Let E and F be pre-Hilbert B-modules and let t : E × F → B be

a bounded B-sesquilinear form (i.e., ‖t‖ := sup{‖t(x, y)‖ : ‖x‖ ≤ 1, ‖y‖ ≤ 1} < ∞
and t(xb, yb′) = b∗t(x, y)b′).

(i) If E is self-dual, then there exists a unique operator T ∈ Br(F,E) such that

t(x, y) = 〈x, Ty〉 for all x ∈ E, y ∈ F .

(ii) If also F is self-dual, then T is adjointable.

In particular, for self-dual E and F , there is a one-to-one correspondence between

bounded B-sesquilinear forms t on E × F and operators T ∈ Ba(F,E) such that

t(x, y) = 〈x, Ty〉.

Theorem 1.2.11 ([Pas73, Theorem 2.8]). Let E and F be Hilbert C∗-modules over a

unital C∗-algebra B. Then for a linear map T : E → F the following are equivalent:

(i) T is bounded and T (xb) = (Tx)b for all x ∈ E, b ∈ B, i.e., T ∈ Br(E,F ).

(ii) There exists r ∈ R+ such that 〈T (x), T (x)〉 ≤ r〈x, x〉 for all x ∈ E.

Corollary 1.2.12 ([Pas73, Remark 2.9]). If E and F are Hilbert C∗-modules over a

unital C∗-algebra B and T ∈ Br(E,F ), then

‖T‖ = inf{r
1
2 : 〈T (x), T (x)〉 ≤ r〈x, x〉 ∀x ∈ E, r ∈ R+}.

1.2.2 Finite-rank and compact operators

Let E and F be Hilbert C∗-modules over a C∗-algebra B. Given x ∈ E, y ∈ F

define |y〉〈x| : E → F by x′ 7→ y〈x, x′〉 for all x′ ∈ E. Then |y〉〈x| ∈ Ba(E,F ) with

adjoint |x〉〈y|.

Definition 1.2.13. An operator of the form |y〉〈x| ∈ Ba(E,F ) is called rank-one

operator. The linear space F(E,F ) of all rank-one operators is called the space

of finite-rank operators, and its completion K(E,F ) is called the Banach space of

compact operators. If E = F , then F(E) := F(E,E) and K(E) := K(E,E).

In general, neither the finite-rank operators have finite rank in the sense of

operators between linear spaces, nor the compact operators are compact in the

sense of operators between Banach spaces.
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Proposition 1.2.14. Let E and F be Hilbert B-modules. Then

(i) |y〉〈x| |x′〉〈y′| = |y〈x, x′〉〉〈y′| = |y〉〈y′〈x′, x〉| for all x, x′ ∈ E, y, y′ ∈ F .

(ii) T |x〉〈y| = |Tx〉〈y| for all x ∈ E, y ∈ F, T ∈ Ba(E).

(iii) |x〉〈y|S = |x〉〈S∗y| for all x ∈ E, y ∈ F, S ∈ Ba(F ).

Corollary 1.2.15. Let E be a Hilbert B-module. Then K(E) is an ideal in Ba(E).

Observation 1.2.16. Suppose B is a C∗-algebra and E is a Hilbert B-module.

(i) Given x ∈ E define rx : B → E by rx(b) := xb. Then rx ∈ Ba(B, E) with

adjoint x∗ ∈ E∗ ⊆ Ba(E,B). Since (xb)∗ = |b∗〉〈x| and EB = E we have

E∗ = {x∗ : x ∈ E} = K(E,B). Consequently {rx : x ∈ E} = K(B, E).

Moreover, E 3 x 7→ rx ∈ Ba(B, E) is an isometric linear isomorphism of E onto

K(B, E). If B is unital, then K(B, E) = Ba(B, E) and K(E,B) = Ba(E,B).

In fact, any T ∈ Ba(B, E) equals |T (1)〉〈1| and any T ∈ Ba(E,B) equals

(T ∗(1))∗ = |1〉〈T ∗(1)|.
(ii) Considering B as a Hilbert B-module we have B 3 b 7→ lb ∈ Ba(B) with

lb(b
′) := bb′ is an C∗-isomorphism of B onto K(B). If B is unital, then B ∼=

K(B) = Ba(B).

Notation. From here onwards we write xy∗ instead of |x〉〈y|.

Definition 1.2.17. Suppose E is a Hilbert B-module and X ⊆ E is a subset. Then

X is a generating set for E if spanXB = E. We say that E is countably generated

if it has a countable generating set.

Proposition 1.2.18 ([Lan95, Proposition 6.7]). A Hilbert B-module E is countably gen-

erated if and only if the C∗-algebra K(E) is σ-unital.

As in Hilbert space theory, in Hilbert C∗-module theory also there are notions

called orthonormal basis and orthonormal systems. See [BG02a, Ara08, Ske00] for

details.
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1.2.3 Positive operators

Definition 1.2.19. Suppose B is a C∗-algebra and E is a Hilbert B-module. A linear

map T : E → E is said to be positive if 〈x, Tx〉 ≥ 0 for all x ∈ E, and we denote it

by T ≥ 0.

If T is positive, then T is adjointable with T = T ∗. Given T, S ∈ Ba(E) such

that T − S ≥ 0, then we write T ≥ S or S ≤ T .

Proposition 1.2.20. For T ∈ Br(E) the following are equivalent:

(i) T is positive in the C∗-algebra Ba(E).

(ii) T is positive according to definition 1.2.19.

Proposition 1.2.21. Let E and F be Hilbert C∗-modules over the same C∗-algebra.

(i) A positive operator T ∈ Ba(E) is a contraction if and only if 〈x, Tx〉 ≤ 〈x, x〉
for all x ∈ E.

(ii) For T ∈ Ba(E,F ) and x ∈ E, 〈Tx, Tx〉 ≤ ‖T‖2 〈x, x〉.

Example 1.2.22. Let E be a Hilbert B-module. By identifying B with K(B) we

have Mn(B) = Mn(K(B)) = K(Bn). Then
[
〈xi, xj〉

]
is positive in Mn(B) for all

x1, . . . , xn ∈ E. We have seen that En is a Hilbert B-module. Now for [bij] ∈Mn(B)

and x = (x1, · · · , xn)t, y = (y1, · · · , yn)t ∈ En define

〈x, y〉 := [〈xi, yj〉] and x[bij] := (
∑
k

xkbk1, · · · ,
∑
k

xkbkn)t. (1.2.1)

With these structures En becomes a Hilbert Mn(B)-module. The two norms (given

by B-valued and Mn(B)-valued inner products) on En are different, but they are

equivalent, and so in particular En is a Hilbert Mn(B)-module, which we denote

by E(n). We may write elements of E(n) as row vectors, so that operations given in

(1.2.1) are very natural. (See [Lan95, Page 39].)

1.2.4 Projections and complemented submodules

Definition 1.2.23. A linear map P : E → E on a Hilbert C∗-module E is a projection

if P 2 = P = P ∗.
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Note that by definition P is adjointable and therefore is right linear. Since

‖P‖ = ‖P ∗P‖ = ‖P‖2, we have ‖P‖ = 1 or ‖P‖ = 0.

Example 1.2.24. If E = ⊕α∈ΛEα is a direct sum of Hilbert C∗-modules, then the

canonical projections Pα onto Eα is a projection in Ba(E).

Definition 1.2.25. For a subset X of a Hilbert C∗-module E we define the orthogonal

complement of X as

X⊥ := {x ∈ E : 〈x, x′〉 = 0 ∀x′ ∈ X}.

A closed submodule E0 of E is said to be orthogonally complemented, in short

complemented in E, if E = E0 ⊕E⊥0 . We say that E0 is topologically complemented

if there is a closed submodule E ′0 of E such that E0 + E ′0 = E and E0 ∩ E ′0 = {0}.
We say E0 is orthogonally closed in E if E⊥⊥0 := (E⊥0 )⊥ = E0.

Clearly X⊥ is a closed submodule of E. If E0 is orthogonally complemented, then

clearly E0 is topologically complemented; but the converse is false. Unlike Hilbert

spaces, closed submodules are not complemented (E⊥⊥0 is usually larger than E0)

in general. If E0 is orthogonally complemented, then it is orthogonally closed. But

the converse is not necessarily true in general ([Sch99]).

Theorem 1.2.26 ([Sch99, Theorem 1]). If E is a full Hilbert C∗-module, then every

closed submodule of E is orthogonally closed if and only if every closed submodule

of E is orthogonally complemented in E .

Theorem 1.2.27 ([Mag97a, Theorem 1]). Let B be a C∗-algebra. If there exists a full

Hilbert B-module in which every closed submodule is orthogonally complemented,

then B is ∗-isomorphic to a C∗-algebra of (not necessarily all) compact operators

on some Hilbert space. Consequently, all closed submodules in all Hilbert B-modules

are orthogonally complemented.

J. Schweizer ([Sch99]), under the weaker assumption that every closed submod-

ule in E is orthogonally closed, showed that not only B but also K(E) and E are
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isomorphic to a C∗-subalgebra and C∗-submodule, respectively, of the algebra of

compact operators on some Hilbert space. See also [Kus05] for details on orthogo-

nally closed modules. On the other direction, study of Hilbert C∗-modules over the

C∗-algebras of compact operators is also interesting ([BG02a, Fra08, FS10]).

Proposition 1.2.28 ([Zet94, Man96a]). Let E be a Hilbert C∗-module and let E =

E1⊕E2 be a topological direct sum (not necessarily orthogonal) of closed submodules.

Then there exists a new inner product on E equivalent to the given one with respect

to which given decomposition is orthogonal.

Proposition 1.2.29. Let E be a Hilbert C∗-module. Then a closed submodule E0 of E

is complemented in E if and only if there exists a projection P ∈ Ba(E) onto E0.

Proposition 1.2.30. Let E and F be Hilbert C∗-modules over the same C∗-algebra

and suppose that T ∈ Ba(E,F ) has closed range. Then

(i) ker(T ) is a complemented submodule of E.

(ii) ran(T ) is a complemented submodule of F .

(iii) T ∗ ∈ Ba(F,E) has closed range.

Observation 1.2.31. Suppose E,F are Hilbert C∗-modules and T ∈ Ba(E,F ).

(i) It is easy to verify that ran(T )⊥ = ker(T ∗). But it need not be the case that

ker(T ∗)⊥= ran(T ).

(ii) If T has closed range, then from proposition 1.2.30 we can get E = ker(T )⊕⊥

ran(T ∗) and F = ran(T )⊕⊥ ker(T ∗).

(iii) If T does not have closed range, then neither ker(T ) nor ran(T ) need be com-

plemented.

(iv) If T has closed range, then ran(T ) = ran(TT ∗). Since T ∗ also has closed range,

ran(T ∗) = ran(T ∗T ).

(v) In general we have ran(T ) = ran(TT ∗) and ran(T ∗) = ran(T ∗T ).

Definition 1.2.32. A Hilbert B-module is called complementary, if it is complemented

in all Hilbert B-modules where it appears as a submodule.

14



CHAPTER 1. 1.2. OPERATORS ON HILBERT C∗-MODULES

Proposition 1.2.33. Self-dual Hilbert C∗-modules are complementary.

1.2.5 Isometries and unitaries

Definition 1.2.34. Suppose B is a C∗-algebra and E,F are Hilbert B-modules. An

isometry between E and F is a map V : E → F that preserves inner products, i.e.,

〈V x, V x′〉 = 〈x, x′〉 for all x, x′ ∈ E.

Proposition 1.2.35 ([Lan94]). For a map V : E → F the following are equivalent:

(i) V is an isometry.

(ii) V is B-linear and ‖V x‖ = ‖x‖ for all x ∈ E.

In Hilbert space case a map V is an isometry if and only if V ∗V = id. But in

Hilbert C∗-module theory this is not the case. Because isometries are not adjointable

in general.

Proposition 1.2.36. An isometry V : E → F is adjointable if and only if the ran(V )

is complemented in F .

Corollary 1.2.37. For a map V : E → F the following are equivalent:

(i) V is an isometry with complemented range.

(ii) V ∈ Ba(E,F ) and V ∗V = idE.

Definition 1.2.38. A map between Hilbert C∗-modules is called unitary if it is a

surjective isometry. Two Hilbert B-modules E and F are said to be isomorphic, and

write E ∼= F , if there exists a unitary U : E → F .

Proposition 1.2.39. For a map U : E → F the following are equivalent:

(i) U is unitary.

(ii) U is adjointable with U∗U = idE and UU∗ = idF .

Proposition 1.2.40. Let E and F be Hilbert C∗-modules and T ∈ Ba(E,F ). If T and

T ∗ have dense range, then E ∼= F .
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Proposition 1.2.41 ([Lin92, Proposition 2.6]). Let E,F be Hilbert C∗-modules. If there

exists an invertible map T ∈ Ba(E,F ), then E ∼= F .

Proposition 1.2.42 ([Lin92, Proposition 2.7]). Let E and F be two Hilbert C∗-modules

such that Br(E) = Ba(E). If there exists an invertible map T ∈ Br(E,F ), then

E ∼= F .

Given Hilbert C∗-modules over a C∗-algebra B one may ask whether they are

isomorphic as Banach B-module or as Hilbert B-module ([Lan94, Fra97a, Fra99,

Bro85]). Recall that two Hilbert spaces are isomorphic as Banach spaces if and only

if they are unitarily isomorphic if and only if they are isometrically isomorphic. L.

G. Brown ([Bro85]) gave examples of Hilbert C∗-modules which are isomorphic as

Banach C∗-modules but which are nonisomorphic as Hilbert C∗-modules.

Theorem 1.2.43 ([Fra97a]). Let B be a C∗-algebra and E be a right Banach B-module

with two B-valued inner products 〈·, ·〉1, 〈·, ·〉2 which induce norms equivalent to the

given one. Then the following conditions are equivalent:

(i) The Hilbert B-modules (E, 〈·, ·〉1) and (E, 〈·, ·〉2) are isomorphic as Hilbert C∗-

modules.

(ii) The Hilbert B-modules (E, 〈·, ·〉1) and (E, 〈·, ·〉2) are isometrically isomorphic

as Banach B-modules.

(iii) The C∗-algebras K(E, 〈·, ·〉1) and K(E, 〈·, ·〉2) are ∗-isomorphic.

(iv) The unital C∗-algebras Ba(E, 〈·, ·〉1) and Ba(E, 〈·, ·〉2) are ∗-isomorphic.

Theorem 1.2.44 ([Man96a, Theorem 2.6]). Let E be a Hilbert C∗-module over a W ∗-

algebra and let T ∈ Ba(E) is such that all its powers are uniformly bounded (i.e.,

‖T n‖ ≤ r for some r ∈ R and for all n ∈ N). Then there exists an inner product

equivalent to the given one so that T is unitary with respect to this inner product.

Theorem 1.2.45 ([Fra90, Theorem 2.6]). If a Hilbert C∗-module (E, 〈·, ·〉) over a C∗-

algebra B is self dual, then every B-valued inner product 〈·, ·〉′ on E inducing an

equivalent norm to the given one fulfills the identity 〈·, ·〉 = 〈T (·), T (·)〉′ on E × E
for a unique positive invertible bounded B-linear operator T on E.
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Theorem 1.2.46 ([Fra99, Theorem 4.1]). Suppose B is a C∗-algebra.

(i) If E is a countably generated right Banach B-module, then every pair of B-

valued inner products on E inducing equivalent norms to the given one defines

unitarily isomorphic Hilbert C∗-module structures on E.

(ii) Two countably generated Hilbert B-modules are isomorphic as Hilbert B-modules

if and only if they are isomorphic as Banach B-modules if and only if they are

isometrically isomorphic as Banach B-modules.

Theorem 1.2.47 ([Fra99, Theorem 4.2]). Let B be a C∗-algebra and E be a Hilbert B-

module. Then any two B-valued inner products on E which induce equivalent norms

are pairwise unitarily isomorphic if every bounded B-linear operator on E possesses

an adjoint operator.

Proposition 1.2.48 ([Fra99, Proposition 5.3]). Let B be a C∗-algebra and E be a Hilbert

B-module possessing two isomorphic B-valued inner products 〈·, ·〉1 = 〈T (·), T (·)〉2,

where T ∈ Br(E) is invertible.

(i) The operator T possesses an adjoint operator w.r.t 〈·, ·〉1 if and only if it has

an adjoint w.r.t 〈·, ·〉2.

(ii) If T is adjointable, then the operator C∗-algebras Ba(E, 〈·, ·〉1) and Ba(E, 〈·, ·〉2),

K(E, 〈·, ·〉1) and K(E, 〈·, ·〉2) coincide pairwise as sets of bounded B-linear op-

erators on E.

Proposition 1.2.49 ([Fra99, Proposition 5.4],[JT91]). Let E1, E2 be Hilbert C∗-modules

over a C∗-algebra B. If E1
∼= E2, then the corresponding C∗-algebras of all compact/

adjointable B-linear operators are pairwise ∗-isomorphic. The converse is not true.

Definition 1.2.50. Let E and F be Hilbert C∗-modules. An element V ∈ Ba(E,F )

is called a partial isometry if F0= ran(V ) is complemented in F and there exists a

complemented submodule E0 of E such that V : E0 → F0 is unitary and V (E⊥0 ) =

{0}.

Proposition 1.2.51. For a map V ∈ Ba(E,F ) the following conditions are equivalent:

(i) V is a partial isometry.

(ii) V ∗V is a projection in Ba(E).

17
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(iii) V V ∗ is a projection in Ba(F ).

(iv) V = V V ∗V .

(v) V ∗ = V ∗V V ∗.

Adjointable operators between Hilbert C∗-modules do not generally have a polar

decomposition. But under certain conditions we have a version of polar decomposi-

tion.

Proposition 1.2.52. Let E and F be Hilbert C∗-modules and T ∈ Ba(E,F ) be such

that ran(T ) and ran(T ∗) are both complemented. Then there exists a partial isometry

V ∈ Ba(E,F ) such that T = V |T |.

Proposition 1.2.53 ([Lin92, Lemma 2.4]). Let E be a Hilbert C∗-module and T ∈
Ba(E). If T has a closed range, then E = ker(T )⊕ ran(|T |). In particular, T has a

polar decomposition T = V |T | in Ba(E).

1.3 Topology of Ba(E)

In this section we discuss different topologies of Ba(E) other than the norm topology.

1.3.1 ∗-strong topology

Definition 1.3.1. Let E,F be Hilbert C∗-modules. The ∗-strong topology on Ba(E,F )

is the locally convex Hausdorff topology generated by the two families

T 7→ ‖Tx‖ , T 7→ ‖T ∗y‖ (x ∈ E, y ∈ F )

of semi-norms.

Observe that a net {Tα}α∈Λ converges in ∗-strong topology if and only if {Tα}α∈Λ

and {T ∗α}α∈Λ converges strongly. Since E〈E,E〉 is total in E we can see that any

approximate unit {Qα}α∈Λ for K(E) converges ∗-strongly to idE. In fact, {TQα}α∈Λ

converges ∗-strongly to T for all T ∈ Ba(E).
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Proposition 1.3.2. Suppose E,F are Hilbert C∗-modules. Then

(i) Ba(E,F ) is complete in the ∗-strong topology.

(ii) The unit ball of K(E,F ) is ∗-strongly dense in the unit ball of Ba(E,F ).

(iii) If C is a ∗-strongly dense C∗-subalgebra of Ba(E), then the unit ball of C is

∗-strongly dense in the unit ball of Ba(E).

Proposition 1.3.3. If B is a σ-unital C∗-algebra and E is a full Hilbert B-module,

then there is a sequence {xn}n∈N in E such that
∑
〈xn, xn〉 converges ∗-strongly to

1 in M(B).

1.3.2 Ba(E) as a multiplier algebra

Definition 1.3.4. Let A,B be C∗-algebras and let E be a Hilbert B-module. A rep-

resentation of A on E is a ∗-homomorphism τ : A → Ba(E), and is said to be

nondegenerate if span τ(A)E = E.

If A is unital, then τ is nondegenerate if and only if τ is unital. Note that

E0 := span τ(A)E is invariant under the action of A, so that τ : A → Ba(E0) is

always nondegenerate.

Proposition 1.3.5. Suppose A0 is an ideal in A and τ : A0 → Ba(E) is a nondegen-

erate ∗-homomorphism. Then τ extends uniquely to a ∗-homomorphism τ̃ : A →
Ba(E). If τ is injective and A0 is essential in A, then τ̃ is injective.

Corollary 1.3.6. If B is a C∗-algebra, then M(B) ∼= Ba(B) as C∗-algebras.

Theorem 1.3.7. Let B be a C∗-algebra.

(i) The algebra Ba(B) is an essential extension of K(B) which is maximal in the

sense that if K(B) is an essential ideal in a C∗-algebra C, then there is an

injective ∗-homomorphism from C to Ba(B) whose restriction to K(B) is the

identity map.

(ii) If the C∗-algebra C is a maximal essential extension of B, then there is a ∗-
isomorphism from C onto Ba(B) whose restriction to B is the canonical map

from B to K(B).
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Proposition 1.3.8. Suppose that τ : A → Ba(E) is a nondegenerate injective ∗-
homomorphism and let I be the idealiser of τ(A) in Ba(E); that is,

I = {T ∈ Ba(E) : Tτ(A) ⊆ τ(A) and τ(A)T ⊆ τ(A)}.

Then τ extends to a ∗-isomorphism between M(A) and I.

Theorem 1.3.9 ([Kas80]). As C∗-algebras Ba(K(E)) ∼= M(K(E)) ∼= Ba(E). In par-

ticular the Hilbert C∗-modules E and K(E) have the same C∗-algebra of adjointable

operators.

Proposition 1.3.10. For a ∗-homomorphism τ : A → Ba(E), the following conditions

are equivalent:

(i) τ is nondegenerate.

(ii) τ is the restriction to A of a unital ∗-homomorphism τ̃ : M(A) → Ba(E)

which is ∗-strongly continuous on the unit ball.

(iii) For some approximate unit {eα}α∈Λ of A, {τ(eα)}α∈Λ converges ∗-strongly to

idE.

Observation 1.3.11. In fact, if (iii) holds for one approximate unit, then it must holds

for any other approximate unit.

1.3.3 Strict topology

Suppose E is a Hilbert C∗-module. Being the multiplier algebra of K(E) we equip

Ba(E) with a new topology.

Definition 1.3.12. The strict topology on Ba(E) is the locally convex Hausdorff topol-

ogy generated by the two families

T 7→ ‖TQ‖ , T 7→ ‖T ∗Q‖ (Q ∈ K(E))

of semi-norms.

Observation 1.3.13. The strict topology is finer than the ∗-strong topology.
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Proposition 1.3.14. The strict topology and the ∗-strong topology of Ba(E) coincide

on bounded subsets.

Corollary 1.3.15. Suppose E is a Hilbert C∗-module.

(i) Any approximate unit for K(E) converges strictly to idE.

(ii) (The unit ball of) K(E) is strictly dense in (the unit ball of) Ba(E).

(iii) Ba(E) is complete in the strict topology.

Definition 1.3.16. Let A,B be C∗-algebras and E be a Hilbert B-module. A CP-map

ϕ : A → Ba(E) is said to be strict if {ϕ(eα)}α∈Λ is strictly Cauchy in Ba(E) for

some approximate unit {eα}α∈Λ of A.

Remark 1.3.17. The unit ball of Ba(E) is complete for the strict topology. So ϕ :

A → Ba(E) is strict if and only if there is a positive element T ∈ Ba(E) with

‖T‖ ≤ ‖ϕ‖ such that {ϕ(eα)} −→ T strictly.

Proposition 1.3.18. Suppose that A,B are C∗-algebras, E,F are Hilbert B-modules,

π : A → Ba(F ) is a nondegenerate ∗-homomorphism and W ∈ Ba(E,F ). Then

ϕ : A → Ba(E) defined by ϕ(a) := W ∗π(a)W is a strict CP-map.

Theorem 1.3.19. Suppose that A,B are C∗-algebras and E is a Hilbert B-module.

If ϕ : A → Ba(E) is a strict CP-map, then there exists a Hilbert B-module F ,

a ∗-homomorphism π : A → Ba(F ) and an element W ∈ Ba(E,F ) such that

span π(A)WE = F and ϕ(a) = W ∗π(a)W for all a ∈ A.

Definition 1.3.20. The unique (up to unitary equivalence) triple (F, π,W ) obtained

from ϕ as in above theorem is called the KSGNS-construction associated with ϕ.

If F = B = C, then the KSGNS-construction reduces to the classical GNS-

construction. If B = C (so that F is a Hilbert space), then we get the Stinespring’s

construction. In the context of Hilbert C∗-modules the construction was given by

Kasparov ([Kas80], [Mur97, Theorem 2.4]).
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Corollary 1.3.21. Suppose that A,B are C∗-algebras, E is a Hilbert B-module and

ϕ : A → Ba(E) is a CP-map. Then ϕ is strict if and only if there is a CP-map

ϕ̃ : M(A) → Ba(E), strictly continuous on the unit ball, whose restriction to A is

equal to ϕ. Also, ϕ̃ is unital if and only if {ϕ(eα)}α∈Λ converges strictly to idE in

Ba(E) for some approximate unit {eα}α∈Λ of A.

Proposition 1.3.22. Suppose that A,B are C∗-algebras and E is a Hilbert B-module.

Then for a ∗-homomorphism π : A → Ba(E) the following are equivalent:

(i) span π(A)E is complemented submodule of E.

(ii) π is the restriction to A of a ∗-homomorphism π̃ : M(A) → Ba(E) which is

strictly continuous on the unit ball.

(iii) π is strict.

If these conditions hold then π̃(1), which is the strict limit of {ϕ(eα)}α∈Λ for an

approximate unit {eα}α∈Λ of A, is the projection from E onto span π(A)E.

Following Lance’s convention ([Lan95]), from here onwards, by a strict map from

Ba(E)→ Ba(F ) we always mean a bounded linear map which is strictly (and hence

∗-strongly) continuous on bounded subsets. Note that since Ba(E) ∼= M(Ba(E)),

from Corollary 1.3.21, this definition coincides with Definition 1.3.16.

1.4 von Neumann modules

1.4.1 Two-sided Hilbert C∗-modules

Definition 1.4.1. Suppose A,B are C∗-algebras. A Hilbert B-module E with a non-

degenerate ∗-homomorphism τ : A → Ba(E) is called Hilbert A-B-module or A-B-

correspondence.

If E is a Hilbert A-B-module, then we may consider A ⊆ Ba(E), and we denote

τ(a) by a itself and thereby τ(a)x = ax for all x ∈ E, a ∈ A. Since τ is contractive

automatically, ‖ax‖ ≤ ‖τ‖ ‖a‖ ‖x‖ ≤ ‖a‖ ‖x‖.

Definition 1.4.2. Suppose E and F are Hilbert A-B-modules. A linear map Φ : E →
F is said to be A-B-linear (or bilinear) if Φ(axb) = aΦ(x)b ∀ a ∈ A, b ∈ B, x ∈ E.
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The space of all bounded, adjointable and bilinear maps from E to F is denoted

by Ba,bil(E,F ). If E = F , then Ba,bil(E) := Ba,bil(E,F ). Note that Ba,bil(E) is the

relative commutant of the image of A in Ba(E).

The complement of an A-B-submodule E is again a A-B-submodule. The range

of a projection P is an A-B-submodule if and only if P ∈ Ba,bil(E).

Example 1.4.3. Suppose A,B are C∗-algebras.

(i) If E is a Hilbert B-module, then E is a Hilbert Ba(E)-B-module with left

action given by τ(a)x := ax for all x ∈ E, a ∈ Ba(E). Moreover, En is a

Hilbert Mn(Ba(E))-B-module with an obvious left action.

(ii) If E is a Hilbert A-B-module, then A has a homomorphic image in Ba(E).

Therefore Mn(A) has a homomorphic image in Mn(Ba(E)) so that En is a

Hilbert Mn(A)-B-module.

(iii) If E is a Hilbert A-B-module, then E(n) can be made into a Hilbert A-Mn(B)-

module.

(iv) If E is a Hilbert A-B-module, then Mn(E) is a Mn(A)-Mn(B)-module with

module actions resembles usual matrix multiplication. Moreover, Mn(E) is

a Hilbert Mn(A)-Mn(B)-module with inner product given by
〈
[xij], [x

′
ij]
〉

:=

[
∑

k〈xki, x′kj〉].

Lemma 1.4.4. Let E and F be pre-Hilbert modules over a C∗-algebra B. Suppose

X ⊆ E and Y ⊆ F are subsets such that spanXB = E and spanY B = F . Suppose

a : X → F and a∗ : Y → E are maps such that 〈y, ax〉 = 〈a∗y, x〉 for all x ∈ X, y ∈
Y . Then a extends to a (unique) a ∈ La(E,F ) whose adjoint is the unique extension

of a∗ ∈ La(F,E).

Lemma 1.4.5. Let A,B be C∗-algebras and X be a subset of a pre-Hilbert B-module

E such that spanXB = E. Suppose A 3 a
π7−→
(
π(a) : X → X

)
are well defined

maps such that
〈
x, π(a)x′

〉
=
〈
π(a∗)x, x′

〉
and π(a)π(a′) = π(aa′) for all x, x′ ∈

E, a, a′ ∈ A. Then π coextends[f] to a unique contractive ∗-homomorphism from

A → Ba(E) and further from A → Ba(E).

[f]Note that under the given conditions π(a) : X → X will be automatically linear.
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Suppose E,F are Hilbert modules over the C∗-algebras B and C respectively.

The above Lemma provides a method to define a left action of A on Ba(F ). For the

special case when A = Ba(E), Proposition 1.3.10 and Theorem 1.3.9 asserts that:

A nondegenerate left action of K(E) on F extends to a left action (strict unital

∗-homomorphism) of Ba(E) on F .

1.4.2 Representation of Hilbert C∗-modules

Definition 1.4.6. Let M be an algebra with subspaces Bij(i, j = 1, . . . , n) such that

M =


B11 · · · B1n

...
...

Bn1 · · · Bnn

 (i.e., M = ⊕ni,j=1Bij).

We sayM is a generalized matrix algebra (of order n) if the multiplication inM is

compatible with the usual matrix multiplication, i.e., if BB′ = [
∑n

k=1 bikb
′
kj] for all

B = [bij] and B′ = [b′ij] in M. If M is also a normed or a Banach algebra, then we

sayM is a generalized normed and a generalized Banach matrix algebra respectively.

If M is also a ∗-algebra fulfilling B∗ = [b∗ji], then we say M is a generalized matrix

∗-algebra. If M is also a (pre-)C∗-algebra, then we call M a generalized matrix

(pre-)C∗-algebra.

Proposition 1.4.7. Let M be a matrix pre-C∗-algebra. Then M is complete if and

only if each Bij is complete with respect to the norm induced by the norm of M.

If Hi, i = 1, . . . , n are Hilbert spaces, then B(⊕Hi) = [B(Hj, Hi)] is a matrix

C∗-algebra. Now if Π :M→ B(H) is a (nondegenerate) representation of a matrix

∗-algebraM = [Bij] on a pre-Hilbert spaceH, thenH decomposes into the subspaces

Hi = span Π(Bii)H and that Π(Bij) ⊆ Ba(Hj, Hi). Clearly, Π(M) = [Π(Bij)].

Definition 1.4.8. A matrix von Neumann algebra on a Hilbert space H = ⊕ni=1Hi is

a strongly (or weakly) closed matrix ∗-subalgebra M = [Bij] of B(H).

Clearly, a matrix von Neumann algebraM is a von Neumann algebra with unit

equals the sum of the units of the diagonal von Neumann subalgebras Bii.
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Proposition 1.4.9. Let M = [Bij] be a matrix pre-C∗-subalgebra of the von Neumann

algebra B(⊕ni=1Hi). Then M is strongly (weakly) closed, if and only if each Bij is

strongly (weakly) closed in B(Hj, Hi).

Proposition 1.4.10. Let M = [Bij] be a matrix von Neumann algebra on ⊕ni=1Hi and

let b ∈ Bij. There exists a unique partial isometry v ∈ Bij such that b = v |b| and

ker(v) = ker(b).

Suppose B is a C∗-algebra and E is a Hilbert B-module. We define

A(E) :=

[
B E∗

E Ba(E)

]
=

{[
b x∗

x′ a

]
: b ∈ B, x, x′ ∈ E, a ∈ Ba(E)

}

which is clearly a vector space under entrywise operations. Similarly define

A0(E) :=

[
BE E∗

E K(E)

]
and A1(E) :=

[
B E∗

E K(E)

]

which are subspaces of A(E). It can be seen that A(E) is a ∗-algebra with multi-

plication and involution defined by[
b1 x∗1

x′1 a1

][
b2 x∗2

x′2 a2

]
:=

[
b1b2 + 〈x1, x

′
2〉 (x2b

∗
1 + a∗2x1)∗

x1b
′
2 + a1x

′
2 x′1x

∗
2 + a1a2

]
and

[
b x∗

x′ a

]∗
:=

[
b∗ x′∗

x a∗

]

respectively, and A0(E) and A1(E) are matrix ∗-subalgebras of A(E).

It is known that A(E) has a (unique) C∗-norm extending the norm of B ([Ske00]).

Moreover, the restriction of such a norm to E,E∗ and Ba(E) coincide with the

original norms on E,E∗ and Ba(E), respectively. The C∗-norm can be find by

extending a faithful representation of B to a representation Π of A(E) on a Hilbert

space. Moreover, such a representation decomposes this Hilbert space into subspaces

G and H such that the representation maps E to a subset of Ba(G,H). Thus, any

Hilbert module can be considered as a space of operators between two Hilbert spaces

([Mur97, Ske00]).

Let π be a representation of B on a Hilbert space G. Define a sesquilinear form

on E ⊗ G by 〈x ⊗ g, x′ ⊗ g′〉 :=
〈
g, π(〈x, x′〉)g′

〉
, which is a semi-inner product on

E ⊗G. Suppose NE⊗G is the set of all null vectors, and H is the completion of the

pre-Hilbert space E�G := E⊗G/NE⊗G. We let x� g denote the equivalence class
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containing x⊗ g. To each x ∈ E associate a linear map Lx : g 7→ x� g in Ba(G,H)

with adjoint L∗x : x′�g 7→ π(〈x, x′〉)g. Define maps η : E → Ba(G,H) by η(x) := Lx

and η∗ : E∗ → Ba(H,G) by η∗(x∗) := L∗x. Note that π(〈x, x′〉) = η∗(x∗)η(x′) and

η(xb) = η(x)π(b) for all x, x′ ∈ E, b ∈ B. If π is an isometry, then so is η.

Definition 1.4.11. The pair (H, η) is called the Stinespring representation of E asso-

ciated with π.

To each a ∈ Ba(E) the map x⊗g 7→ ax⊗g on E⊗G induces a map ρ(a) ∈ B(H).

Clearly, the map ρ : a 7→ ρ(a) defines a nondegenerate unital representation of Ba(E)

on H. Moreover, Π :=

[
π η∗

η ρ

]
(acting matrix element-wise) defines a (nondegenerate,

if π is) representation of A(E) on H. If π is isometric, then so are ρ and Π.

Definition 1.4.12. We refer to the pair (H, ρ) as the Stinespring representation of

Ba(E) associated with π. If E is a Hilbert A-B-module, then by ρA we mean the

representation A → Ba(E)→ Ba(H) of A on H. We refer to the pair (H, ρA) as the

Stinespring representation of A associated with E and π. If we are interested in both

η and ρ, then we refer also to the triple (H, η, ρ) as the Stinespring representation.

Note that if π is an isometric representation of B on G, then Π defines a isometric

representation of A(E) by bounded operators on G⊕H, and there by A(E) forms

matrix pre-C∗-algebra.

Definition 1.4.13. The matrix pre-C∗-algebra A(E) is called the extended linking

algebra of E. The ∗-subalgebras A0(E) and A1(E) are called the reduced linking

algebra and the linking algebra of E, respectively.

Suppose B is a C∗-algebra and E is a Hilbert B-module. As in Observation

1.2.16, we may consider B ⊆ Ba(B) and E ⊆ Ba(B, E) via the identifications b 7→ lb

and x 7→ rx, respectively. Then

A1(E) =

[
B E∗

E K(E)

]
=

[
K(B) K(E,B)

K(B, E) K(E)

]
= K(B ⊕ E)
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and

A(E) =

[
B E∗

E Ba(E)

]
⊆

[
Ba(B) Ba(E,B)

Ba(B, E) Ba(E)

]
= Ba(B ⊕ E).

If B is unital, then A(E) = Ba(B ⊕ E).

1.4.3 von Neumann modules

In this Section B ⊆ B(G) is always a von Neumann algebra acting nondegenerately

on a Hilbert space G, unless stated otherwise explicitly. For a Hilbert B-module E

we denote by H the completion E � G of E�G. We always identify x ∈ E with

Lx ∈ B(G,H) and a ∈ Ba(E) with ρ(a) ∈ B(H), and thereby consider E ⊆ B(G,H)

and Ba(E) ⊆ B(H).

Definition 1.4.14. A von Neumann B-module is a pre-Hilbert B-module E for which

A(E) is a matrix von Neumann algebra on G⊕H. The strong topology on E is the

relative strong topology of A(E).

Example 1.4.15. Let B = B(G). Then a von Neumann B-module E is necessarily all

of B(G,H). Moreover, Ba(E) = B(H).

Proposition 1.4.16. A pre-Hilbert B-module E is a von Neumann B-module if and

only if E is strongly closed in B(G,H) ⊆ B(G⊕H). In particular, if E is strongly

closed, then Ba(E) is a von Neumann algebra.

Proposition 1.4.17. The B-functionals are strongly continuous maps from E → B.

For all x ∈ E the map Ba(E) 3 a 7→ ax ∈ E is strongly continuous. For all

a ∈ Ba(E) the map E 3 x 7→ ax ∈ E is strongly continuous.

Proposition 1.4.18. The unit-ball of F(E) is strongly dense in the unit-ball of Ba(E).

Definition 1.4.19. Let {Eα}α∈Λ be a family of von Neumann B-modules and denote

E = ⊕α∈ΛEα. Then setting Hα = Eα � G and H = E � G, we have H = ⊕α∈ΛHα

in an obvious manner. By the von Neumann module direct sum E
s

= ⊕sα∈ΛEα we
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mean the strong closure of E in B(G,H).

Theorem 1.4.20. Any von Neumann B-module E is self-dual.

Corollary 1.4.21. A subset X of a von Neumann module E is strongly total, if and

only if 〈x′, x〉 = 0 for all x′ ∈ X implies x = 0.

Proposition 1.4.22 ([Ske00, Proposition 5.1]). Let E0 be a strongly dense submodule of

a von Neumann B-module E. Then any B-functional φ on E0 extends to a (unique)

B-functional φ̃ on E. Moreover, ‖φ̃‖ = ‖φ‖.

Theorem 1.4.23 ([Ske00, Theorem 5.2],[Lin92, Theorem 3.8]). Any B-functional φ on

a B-submodule E0 of a von Neumann B-module E may be extended norm preserving

and uniquely to a B-functional on E vanishing on E⊥0 .

Corollary 1.4.24 ([Ske00, Corollary 5.3]). Let E,F be von Neumann B-modules and

E0 a submodule of E. Then any map in Br(E0, F ) extends uniquely to a map in

Ba(E,F ) having the same norm and vanishing on E⊥0 .

Proposition 1.4.25. A von Neumann B-module has a pre-dual.

Theorem 1.4.26. Let E be a pre-Hilbert module over a W ∗-algebra B. For any normal

representation π of B on G denote by ηπ the Stinespring representation associated

with π. Then the following conditions are equivalent:

(i) ηπ(E) is a von Neumann π(B)-module for some faithful normal representation

π of B.

(ii) ηπ(E) is a von Neumann π(B)-module for every faithful normal representation

π of B.

(iii) E is self-dual.

Corollary 1.4.27. Let E be Hilbert C∗-module over a W ∗-algebra B. Then Er is a

self-dual Hilbert B-module.

28



CHAPTER 1. 1.4. VON NEUMANN MODULES

1.4.4 Two-sided von Neumann modules

Suppose A is a C∗-algebra and B ⊆ B(G) is a von Neumann algebra acting nonde-

generately on a Hilbert space G.

Definition 1.4.28. A von Neumann B-module E with a nondegenerate ∗-homomorphism

from A → Ba(E) is called a von Neumann A-B-module.

From Proposition 1.4.17 we know that the action of any operator a ∈ A on a

von Neumann B-module E is strongly continuous, so that the action of a ∈ A from

a strongly dense subset of E can be extend to all of E (Proposition 1.4.22).

Definition 1.4.29. Suppose A is a von Neumann algebra. A von Neumann A-B-

module E such that A 3 a 7→ 〈x, ax〉 ∈ B is a normal map for all x ∈ E is called

two sided von Neumann A-B-module.

Lemma 1.4.30. Suppose E is a von Neumann B-module, A is a von Neumann algebra

and there exists a nondegenerate ∗-homomorphism from A → Ba(E). Then the

following conditions are equivalent:

(i) E is a two-sided von Neumann A-B-module.

(ii) Maps A 3 a 7→ 〈x, ax′〉 ∈ B are σ-weakly continuous for all x, x′ ∈ E.

(iii) The canonical representation ρA of A on H = E �G is normal.

Definition 1.4.31. Suppose B is a C∗-algebra. The B-center of a Hilbert B-B-module

E is the linear subspace

CB(E) := {x ∈ E : xb = bx for all b ∈ B}

of E. In particular, CB(B) is the center of B.

Proposition 1.4.32. Suppose B is a C∗-algebra and E is a Hilbert B-B-module. Then〈
CB(E), CB(E)

〉
⊆ CB(B).

Corollary 1.4.33. If E is a Hilbert B-module (respectively, a von Neumann B-module),
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then CB(E) is a Hilbert CB(B)-module (respectively, a von Neumann CB(B)-module).

Corollary 1.4.34. Each element in the B-linear span of CB(E) commutes with each

element in CB(B).

1.5 Tensor product of Hilbert C∗-modules

1.5.1 Interior tensor product

Let A,B and C be C∗-algebras. Given a Hilbert B-module E and a Hilbert B-C-
module F consider the vector space tensor product E ⊗ F , with the module action

given by (x⊗ y)c := x⊗ yc for x ∈ E, y ∈ F, c ∈ C, and define〈
x1 ⊗ y1, x2 ⊗ y2

〉
:=
〈
y1, 〈x1, x2〉y2

〉
xi ∈ E, yi ∈ F. (1.5.1)

Then 〈·, ·〉 is a sesquilinear form which makes E ⊗ F into a semi-inner product C-
module. Set NE⊗F = {z ∈ E⊗F : 〈z, z〉 = 0}. We let x�y denotes the equivalence

class in E�B F := (E ⊗ F )/NE⊗F containing the element x ⊗ y. The completion

E �B F of the inner product C-module E�B F is called the interior tensor product

of E and F . We may simply write E�F and E�F instead of E�B F and E�B F
respectively, if there is no ambiguity about B. In the above situation if E is a

Hilbert A-B-module, then E � F is a Hilbert A-C-module with left action given by

a(x� y) := ax� y (see Corollary 1.5.6).

We define the algebraic tensor product E⊗BF of E and F over B as the quotient

of E ⊗ F by the subspace NB generated by elements of the form xb ⊗ y − x ⊗ by
where x ∈ E, y ∈ F, b ∈ B. It can be shown that NE⊗F = NB (see for example

[Lan95, Chapter 4]). Thus E ⊗B F = (E ⊗ F )/NE⊗F as vector spaces. Therefore

(1.5.1) defines an inner product on E⊗B F , the resulting inner product C-module is

nothing but E�B F . So E �F can be also thought of as the completion of E ⊗B F
under the norm induced by the inner product.

Observation 1.5.1. The interior tensor product is associative. More precisely (E1 �
E2)�E3

∼= E1�(E2�E3) via (x1�x2)�x3 7→ x1�(x2�x3). Also it is distributive over

addition, i.e., (E1⊕E2)�F ∼= (E1�F )⊕(E2�F ) via (x1⊕x2)�y 7→ (x1�y)⊕(x2�y).
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Observation 1.5.2. For unital B, we identify always E�B and E (via x � b 7→ xb),

and we identify always B�F and F (via b � y 7→ by). For nonunital B, observe

that E � B = E and B � F = F . Also via the identification x∗ � x′ 7→ 〈x, x′〉 we

have E∗�
Ba(E) E = span〈E,E〉 and E∗ �Ba(E) E = span〈E,E〉 = BE.

Observation 1.5.3. Note that B does not appear explicitly in the inner product

(1.5.1). So, if B′ is another pre-C∗-algebra containing BE as an ideal, and act-

ing on F via a representation such that the action of the elements of BE is the same,

then E �B′ F is the same Hilbert C∗-module E �B F .

Proposition 1.5.4. Let E1, E2 be Hilbert B-modules and a ∈ Ba(E1, E2). Then a�id :

x� y 7→ ax� y defines an operator on E1 � F → E2 � F with adjoint a∗ � id and

‖a� id‖ ≤ ‖a‖. Moreover, the map a 7→ a � id is a unital ∗-homomorphism from

Ba(E) into Ba(E � F ) which is strictly continuous on the unit ball of Ba(E).

Corollary 1.5.5. Suppose x ∈ E ⊆ Ba(B, E). Then x� id : y 7→ x� y is a map from

F = B̃ � F → E � F , and x∗ � id : x′ � y 7→ 〈x, x′〉y is its adjoint. If x is a unit

vector, then x� id is an isometry. In particular, (x∗� id)(x� id) = x∗x� id = idF

and (x � id)(x∗ � id) = xx∗ � id is a projection onto the range of x � id. Also

‖x� id‖ = ‖τ(|x|)‖ ≤ ‖x‖ where τ is the left action of B on F .

Corollary 1.5.6. If E is a Hilbert A-B-module and F is a Hilbert B-C-module, then

E � F is a Hilbert A-C-module with left action a(x� y) := ax� y.

Example 1.5.7. Mnl(E)�Mlm(F ) ∼= Mnm(E�F ) via the identification [xij]� [yij] 7→
[
∑

k xik � ykj].

Theorem 1.5.8. Suppose B is a unital C∗-algebra, E is a Hilbert B-module with a

unit vector, and F is a Hilbert B-C-module. Then for each a ∈ Ba,bil(F ) the map

x�y 7→ x�ay extends as a well-defined map id�a ∈ Ba(E � F ). Moreover, the map

a 7→ id�a is an isometric isomorphism from Ba,bil(F ) onto the relative commutant of

Ba(E)�id in Ba(E � F ). In other words, (Ba(E)�id)′ = id�Ba,bil(F ) ∼= Ba,bil(F ).
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Proposition 1.5.9. Suppose A,B, C are von Neumann algebras, E is a two-sided

von Neumann A-B-module, and let F be a two-sided von Neumann B-C-module

where C acts on a Hilbert space K. Then the strong closure E� s
F of E�F in

Ba(K,E � F �K) is a two-sided von Neumann A-C-module.

Theorem 1.5.10 ([MSS06, Theorem 1.4]). Let B, C be C∗-algebras, E be a Hilbert

B-module, F be a Hilbert C-module and let ϑ : Ba(E) → Ba(F ) be a unital ∗-
homomorphism which is strictly continuous on bounded subsets. Then Fϑ := E∗�F
is a correspondence from B to C and the formula U

(
x1�(x∗2�y)

)
:= ϑ(x1x

∗
2)y defines

a unitary U : E � Fϑ → F such that ϑ(a) = U(a� idFϑ)U∗ for all a ∈ Ba(E).

Remark 1.5.11. The multiplicity correspondence in the above representation theorem

is unique provided E is full ([MSS06, Theorem 1.8]).

See [Rie74a, Lan95, Ske00, Ble97a] for details on interior tensor product.

1.5.2 Haagerup tensor product

Suppose X and Y are two operator spaces. Given x = [xij] ∈ Mn,k(X) and y =

[yij] ∈Mk,n(Y ) we let x�y denotes the n×n matrix [
∑n

k=1 xik⊗ykj] in Mn(X⊗Y ).

Note that x� (λy) = (xλ)�y for all scalar matrices λ. Given z ∈Mn(X⊗Y ) define

‖z‖n := inf
{ m∑

i=i

‖xi‖ ‖yi‖ : z =
m∑
i=1

xi � yi, xi ∈Mn,ki(X), yi ∈Mki,n(Y ),m, ki ∈ N
}

= inf
{
‖x‖ ‖y‖ : z = x� y, x ∈Mn,k(X), y ∈Mk,n(Y ), k ∈ N

}
. (1.5.2)

(See [BP91, Lemma 3.2] which states that sums appearing in the definition can be

avoided . In fact, the infimum in (1.5.2) is attained [ER91, Proposition 3.5]). If

n = 1, that is, if z ∈ X ⊗ Y , then

‖z‖1 = inf
{∥∥ k∑

i=1

xix
∗
i

∥∥ 1
2
∥∥ k∑
i=1

y∗i yi
∥∥ 1

2 : z =
k∑
i=1

xi ⊗ yi ∈ X ⊗ Y, k ∈ N
}

where
∥∥∑k

i=1 xix
∗
i

∥∥ 1
2 denotes the norm of [x1, · · · , xk] ∈M1,k(X) and

∥∥∑k
i=1 y

∗
i yi
∥∥ 1

2

denotes the norm of [y1, · · · , yk]t ∈ Mk,1(Y ). Note that these expressions makes

sense when X and Y are C∗-algebras. Usually ‖·‖1 is denoted by ‖·‖h. It is known
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that ‖·‖n is a norm on Mn(X⊗Y ) for all n ∈ N and satisfies Ruan’s axioms, so that

(X ⊗ Y, {‖·‖n}n∈N) is an operator space. The completion is known as the Haagerup

tensor product of X and Y and is denoted by X �h Y .

Observation 1.5.12. If Xi (i = 1, 2, 3) are operator spaces, then (X1 �hX2)�hX3
∼=

X1 �h (X2 �h X3) completely isometrically, i.e., Haagerup tensor product is asso-

ciative. Also we have a natural isometry Mm,n(X1�hX2) ∼= Mm,1(X1)�hM1,n(X2)

for all m,n ∈ N.

Observation 1.5.13. If Xi, Yi are operator spaces and if Ti : Xi → Yi are completely

bounded, then the mapping x1⊗x2 7→ T1(x1)⊗T2(x2) on X1⊗X2 induces a CB-map

T1 � T2 : X1 �h Y1 → X2 �h Y2 such that ‖T1 � T2‖cb ≤ ‖T1‖cb ‖T2‖cb.

Suppose A is a C∗-algebra. An operator module over A is an operator space X

which is also a module overA such that the action is a completely contractive bilinear

map. Hilbert C∗-modules are operator modules. A left A-operator module X is

said to be essential if spanAX = X, and similarly for right modules. Using Cohen’s

factorization theorem ([Coh59],[Rie67, Proposition 3.4]), we can have spanAX =

{ax : a ∈ A, x ∈ X} = {x ∈ X : eαx −→ x}, where {eα}α∈Λ is any approximate

unit for A.

Lemma 1.5.14. If X is an (essential) left A-operator module and if Y is any operator

space, then X �h Y is an (essential) left A-operator module. Similarly, if X is an

(essential) right A-operator module, then Y �hX is an (essential) right A-operator

module.

Suppose X is a right A-operator module and let Y be a left A-operator module.

A bilinear map ψ : X × Y → Z is said to be balanced if ψ(xa, y) = ψ(x, ay) for all

x ∈ X, y ∈ Y, a ∈ A.

Theorem 1.5.15 ([BMP00, Theorem 2.3]). Let X be an right A-operator module and

let Y be a left A-operator module. Up to complete isometric isomorphism, there

exists a unique pair (Z,�hA), where Z is an operator space and �hA : X×Y → Z is
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a completely contractive balanced bilinear map whose range densely spans Z, with the

following universal property: Given any operator space Z and a completely bounded

bilinear balanced map ψ : X × Y → Z, there is a unique completely bounded linear

map ψ̃ : Z → Z with ‖ψ̃‖cb = ‖ψ‖cb such that ψ̃ ◦ �hA = ψ.

We write X �hA Y for Z, and continue to write ‖·‖h for the norm on X �hA Y .

We call X �hA Y the module Haagerup tensor product of X and Y over A.

The existence of X �hA Y is proved by setting Z to be the quotient X �h Y/N
where N is the closure of the operator module subspace of X �h Y spanned by

terms of the form xa� y− x� ay. Alternatively, we can define X �hA Y as follows:

Consider the algebraic tensor product X ⊗A Y over A and define the sequence of

matrix seminorms by the formula (1.5.2), and take quotient by the nullspace of the

seminorm that we get.

Observation 1.5.16. Suppose A and B are operator algebras, X is a right A-operator

module, Y is a A-B-operator bimodule, and Z is a left B-operator module. Then

(X �hA Y ) �hB Z ∼= X �hA (Y �hB Z) completely isometrically isomorphic. Thus

module Haagerup tensor product is also associative.

Observation 1.5.17. Suppose X1, Y1 are right A-operator modules, X2, Y2 are left A-

operator modules, and Ti : Xi → Yi are completely bounded A-module maps. Then

the map T1 � T2 on X1 �h X2 descends to the quotient space X1 �hA X2 and maps

it into Y1 �hA Y2. Obviously, ‖T1 �A T2‖cb ≤ ‖T1‖cb ‖T2‖cb.

Observation 1.5.18. It is easily shown, using Cohen’s factorization theorem, that for

an Hilbert B-module E we have E �hB B ∼= E.

Theorem 1.5.19 ([Ble97a, Theorem 4.1]). The interior tensor product of Hilbert C∗-

modules is completely isometrically isomorphic to their module Haagerup tensor

product.

Theorem 1.5.20 ([Brü99, Theorem 3]). Let E be a Banach space which is also a

right B-module for a C∗-algebra B. Suppose that B is faithfully and nondegenerately

34



CHAPTER 1. 1.6. STRUCTURE THEOREM FOR CP AND CB-MAPS

represented on a Hilbert space G. Then E is a Hilbert B-module (with its Hilbert

C∗-module norm coinciding with the original norm) if and only if the following

conditions hold:

(i) The Haagerup tensor product E �hB Gc is a Hilbert space[g].

(ii) The map ψ : E → B(G,E �hB Gc) given by ψ(x)(g) := x� g is a (complete)

isometry.

(iii) ψ(x)∗ψ(x) ∈ B for all x ∈ E.

If these conditions hold, the (unique) inner product on E is given by 〈x, x′〉 =

ψ(x)∗ψ(x′).

See [BP91, Ble97a, BMP00, ER91, PS87, Heo99] for details on Haagerup tensor

product.

1.5.3 More tensor products

Other than interior and Haagerup tensor product there are more Hilbert C∗-module

tensor products, namely exterior tensor product, spatial tensor product, etc. Blecher

([Ble97a, Theorem 4.2]) proved that exterior tensor product of Hilbert C∗-modules

is completely isometrically isomorphic to their spatial tensor product. Since we are

not going to deal with them we skip the details here. For details see, for example,

[Ble97a, Rie74a, Lan95].

1.6 Structure theorem for CP and CB-maps

Theorem 1.6.1 ([Pas73]). Let ϕ : A → B be a CP-map between unital C∗-algebras A
and B. Then there exists a Hilbert A-B-module E with a vector x ∈ E such that

ϕ(a) = 〈x, ax〉 for all a ∈ A.

Note that x is a unit vector if and only if ϕ is unital.

Definition 1.6.2. A pair (E, x) obtained as in the Theorem 1.6.1 is called a GNS-

construction for ϕ, and E is called a GNS-module. Such a pair is said to be a

minimal if x ∈ E is a cyclic vector (i.e., E = spanAxB).

[g]Gc denotes the Hilbert column space B(C, G) with its natural operator space structure.
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Remark 1.6.3. The GNS-construction (E, x) obtained in Theorem 1.6.1 can be chosen

to be minimal. Moreover, if (E ′, x′) is another such pair, then x 7→ x′ extends as a

two-sided isomorphism from E → E ′. Thus, minimal GNS-constructions are unique

up to isomorphism, and henceforth, we call such a pair the GNS-construction.

Remark 1.6.4. Suppose B = B(G) for some Hilbert space G. Then from Section

1.4.2 we have the triple (H, ρA, Lx), where H = E �G, ρ : A → Ba(E)→ B(H) is

a unital representation and Lx = η(x) ∈ B(G,H), such that

ϕ(a) = 〈x, ax〉 = L∗xρA(a)Lx and H = span ρALxG.

If ϕ is unital, then Lx is an isometry. Thus (H, ρA, Lx) is the usual Stinespring

representation.

Proposition 1.6.5 ([Pas73]). Let A be a C∗-algebra, B be a von Neumann algebra

and let ϕ1 ≥ ϕ2 be completely positive maps from A → B. If (E, x) is the GNS-

construction for ϕ1, then there exists D ∈ A′ ⊆ Ba(E
s
) such that ϕ2(a) = 〈x,Dax〉

for all a ∈ A.

Observation 1.6.6. Suppose A is a C∗-algebra and B is a von Neumann algebra acting

nondegenerately on a Hilbert space G, and x, x′ are elements from the strong closure

E
s

of the GNS-module E ⊆ B(G,E �G). Suppose x, x′ are the strong limits of the

nets {xα}α∈Λ, {xα′}α′∈Λ′ , respectively, with xα, xα′ ∈ E. Then for all a ∈ A, b ∈ B,

〈x, x′〉 := s.lim
α′

(
s.lim
α
〈xα′ , xα〉

)∗ ∈ B,
ax := s.lim

α
axα ∈ E,

xb := s.lim
α

xαb ∈ E

are well defined elements.

Proposition 1.6.7. Let A be a unital C∗-algebra, B be a von Neumann algebra and

let ϕ : A → B be a CP-map with the GNS-module E.

(i) Then E
s

is a von Neumann A-B-module.

(ii) If A is also a von Neumann algebra and ϕ is a normal CP-map, then E
s

is a
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two-sided von Neumann A-B-module.

Observation 1.6.8. Suppose ϕ1 : A → B and ϕ2 : B → C are CP-maps between

C∗-algebras with GNS-constructions (E1, x1) and (E2, x2), respectively. Then

(ϕ2 ◦ ϕ1)(a) =
〈
x2, 〈x1, ax1〉x2

〉
=
〈
x1 � x2, a(x1 � x2)

〉
so that (E1�E2, x1� x2) is a GNS-construction for ϕ2 ◦ϕ1. If (Ei, xi) are minimal

GNS-constructions for ϕi, then

spanA(x1 � x2)C ⊆ span (Ax1B � x2C) = span (Ax1B � Bx2C) = E1 � E2.

So (E1 � E2, x1 � x2) may not be minimal for ϕ2 ◦ ϕ1 even though (Ei, xi) are

minimal for ϕi. A similar observation can be made for normal CP-maps between

von Neumann algebras.

Theorem 1.6.9 ([Heo99, Theorem 1.1]). Let A,B be C∗-algebras with B injective. If

ϕ : A → B is a CB-map, then there exists a Hilbert B-module E, a ∗-homomorphism

τ : A → Ba(E) and vectors x1, x2 ∈ E with the properties:

(i) ϕ(a) = 〈x1, τ(a)x2〉 for all a ∈ A.

(ii) span{τ(a)(xib) : a ∈ A, b ∈ B, i = 1, 2} = E.

Proposition 1.6.10 ([Heo99, Proposition 2.2]). Let A2,A2,B be C∗-algebras with B
injective. If ϕ : A1�hA2 → B is a CB-map, then there exists a Hilbert B-module E,

∗-homomorphisms τi : Ai → Ba(E) and vectors x1, x2 ∈ E such that ϕ(a1 ⊗ a2) =

〈x1, τ1(a1)τ2(a2)x2〉 for all ai ∈ Ai, i = 1, 2.

1.7 Product system of Hilbert C∗-modules

Definition 1.7.1. Let B be a C∗-algebra. A family E� = {Et}t∈R+ of pre-Hilbert

B-B-modules is called a tensor product system of pre-Hilbert modules or shortly

a product system, if E0 = B and if there exists a family {Us,t}s,t∈R+ of two-sided

unitaries Us,t : Es�Et → Es+t satisfying

Ur,s+t(id� Us,t) = Ur+s,t(Ur,s � id) ∀ r, s, t ∈ R+,
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where Us,0, U0,t are the identifications given in Observation 1.5.2. A product system

is said to be full if each Et is full.

Once, Us,t is given, we always use the identification Es�Et = Es+t. A product

subsystem of a product system E� = {Et}t∈R+ is a family E ′ � = {E ′t}t∈R+ of B-

B-submodules E ′t of Et such that E ′s�E ′t = E ′s+t. We also define tensor product

system of two-sided Hilbert C∗-modules E� and von Neumann modules E�
s

, if

Es � Et = Es+t and Es� s
Et = Es+t, respectively.

Definition 1.7.2. A unit for a product system E� = {Et}t∈R+ is a family ξ� =

{ξt}t∈R+ of elements ξt ∈ Et such that ξs � ξt = ξs+t in the identification Es�Et =

Es+t and ξ0 = 1 ∈ B = E0. A unit is unital, contractive and central, if 〈ξt, ξt〉 =

1, 〈ξt, ξt〉 ≤ 1 and ξt ∈ CB(Et), respectively for all t ∈ R+.

Definition 1.7.3. A left dilation (left semi-dilation) of a full product system E� to

a full Hilbert B-module E is a family of unitaries Ut : E � Et → E such that

(xys)zt = x(yszt), where we define xyt := Ut(x� yt) for all t ∈ R+. If E is not full,

then {Ut}t∈R+ is called a left quasi-dilation (left quasi-semidilation).

It is known that ([Ske09a, Proposition 6.3]) product system and left (semi-) dila-

tion are essentially “unique”. By setting ϑUt (a) := Ut(a� idEt)U∗t , every left dilation

gives rise to a strict E0-semigroup (i.e., semigroup of strict unital endomorphisms)

ϑ�U = {ϑUt }t∈R+ on Ba(E). Conversely, a strict E0-semigroup ϑ� on Ba(E) with E

a full Hilbert B-module give rise to a full product system E� of B-correspondences

and a left dilation {Ut}t∈R+ such that ϑ� = ϑ�U . Two strict E0-semigroups on

the same Ba(E) have isomorphic product systems if and only if they are “cocycle

conjugate”; see [Ske02, Ske09c, Ske09b] for details.

Definition 1.7.4. Let ϕ� = {ϕt}t∈R+ be a unital CP-semigroup on a unital C∗-algebra

B. A dilation of ϕ� on a Hilbert C∗-module is a quadruple (E, ϑ�, i, ξ) consisting

of a Hilbert B-module E, an E0-semigroup ϑ� = {ϑt}t∈R+ on Ba(E), an injective

∗-homomorphism i : B → Ba(E), and a unit vector ξ ∈ E such that the following
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diagram commutes for all t ∈ R+.

B B

Ba(E) Ba(E)

ϕt

ϑt

i 〈ξ,(·)ξ〉

Definition 1.7.5. A weak dilation on a Hilbert C∗-module is a triple (E, ϑ�, ξ) such

that the following diagram commutes for all t ∈ R+.

B B

Ba(E) Ba(E)

ϕt

ϑt

ξ(·)ξ∗ 〈ξ,(·)ξ〉

Product system of two-sided Hilbert C∗-modules appeared first probably in

[BS00]. For a (unital) CP-semigroup ϕ� = {ϕt}t∈R+ on a (unital) C∗-algebra B,

Bhat and Skeide ([BS00, Section 4]) provide the following:

• A product system E� = {Et}t∈R+ of Hilbert B-B-modules.

• A (unital) unit ξ� = {ξt}t∈R+ such that ϕt(·) =
〈
ξt, (·)ξt

〉
and the smallest

product subsystem of E� containing ξ� is E�. The pair (E�, ξ�) is determined

by these properties up to unit preserving isomorphism, and is called the GNS-

construction for ϕ� with GNS-system E� and cyclic unit ξ�.

• If E� is not minimal, then the sub-correspondences

E ′t := span{bnξtn � · · · � b1ξt1b0 : bi ∈ B, t1 + · · ·+ tn = t, n ∈ N}

of Et form a product subsystem of E� that is isomorphic to the GNS-system.

• A left dilation Ut : E�Et → E of E� to a (by definition full) Hilbert B-module

E. So the maps ϑ : a 7→ Ut(a� idt)U∗t define a strict E0-semigroup on Ba(E).

• A unit vector ξ ∈ E such that ξξt = ξ. It is readily verified that the triple

(E, ϑ�, ξ) is a weak dilation of ϕ�. (In [Ske02] Skeide showed how to construct

a tensor product system of Hilbert B-B-modules from a weak dilation, at least,

when the endomorphisms ϑt are strict.)

Product system of Hilbert C∗-modules (or correspondence) appeared in many

contexts. See [Ske08] for a survey on product systems of Hilbert C∗-modules.
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Chapter 2

Bures Distance for completely positive maps

Given a state φ on a unital C∗-algebra A we have the familiar GNS-triple (H, π, x),

where H is a Hilbert space, π : A → B(H) is a unital ∗-homomorphism and x ∈ H
is a vector such that φ(·) = 〈x, π(·)x〉. Now it is a natural question to ask: If two

states φ1, φ2 are close in some metric, whether the associated triples are close in some

sense? Keeping this idea in mind, D. Bures ([Bur69]) defines a distance between

two states φ1, φ2 on A, as

β(φ1, φ2) := inf ‖x1 − x2‖ ,

where the infimum is taken over all GNS-triples with common representation spaces:

(H, π, x1), (H, π, x2) of φ1, φ2. D. Bures showed that β is indeed a metric. The notion

has found uses in many areas ([AZ09, AP00, Ara72, Dit98]).

D. Kretschmann, D. Schlingemann and R. F. Werner ([KSW08a]) extended this

notion at first to CP-maps from a unital C∗-algebra A into B(G) for some Hilbert

space G and then to more general range C∗-algebras using an alternative definition

of the Bures distance. They use Stinespring representation ([Sti55]) for the initial

definition, which in the usual formulation requires the range space to be the whole

algebra B(G). Here we develop the theory using Hilbert C∗-module language, which

allows the range algebra to be any C∗-algebra, and the definition of the metric is

a very natural extension of the definition given by Bures for states. Working with

C∗-modules has several advantages. The results we get are of course same as that

of [KSW08a], when the range algebra is a von Neumann algebra or an injective C∗-

algebra. However, we show that one may not even get a metric (triangle inequality

may fail) when the range algebra is a general C∗-algebra.

There have been several papers ([Akh07, Dit99, Hüb92]) on different methods

to make exact computations of the Bures metric for states. We provide several

examples with explicit computations of the Bures distance for CP-maps. In par-

ticular, we show that the infimum in the definition of Bures metric may not be

attained in all common representation modules, answering a question raised in

[KSW08b, KSW08a]. It turns out that the example is quite simple involving CP-

maps on 2× 2 matrix algebra.

41



2.1. BURES DISTANCE CHAPTER 2.

In the last Section we prove a rigidity theorem, which says that on von Neumann

algebras, if a CP-map is strictly within unit distance (in Bures metric) from the

identity map, then the GNS-module of the CP-map contains a copy of the original

von Neumann algebra as a direct summand.

2.1 Bures distance

In this Chapter all C∗-algebras under consideration are assumed to be unital. Given

two C∗-algebras A and B, we let CP (A,B) denote the set of all nonzero CP-maps

from A into B.

Definition 2.1.1. A Hilbert A-B-module E is said to be a common representation

module for ϕ1, ϕ2 ∈ CP (A,B) if both of them can be represented in E, that is,

there exist xi ∈ E such that ϕi(a) = 〈xi, axi〉, i = 1, 2.

Note that we are demanding no minimality for a common representation mod-

ule. So we can always have such a module. For, if (Êi, x̂i) is the minimal GNS-

construction for ϕi, then take E = Ê1 ⊕ Ê2, x1 = x̂1 ⊕ 0 and x2 = 0 ⊕ x̂2. For a

common representation module E, define S(E,ϕi) to be the set of all x ∈ E such

that ϕi(a) = 〈x, ax〉 for all a ∈ A.

Definition 2.1.2. Let E be a common representation module for ϕ1, ϕ2 ∈ CP (A,B).

Define

βE(ϕ1, ϕ2) := inf
{
‖x1 − x2‖ : xi ∈ S(E,ϕi), i = 1, 2

}
and the Bures distance

β(ϕ1, ϕ2) := inf
E
βE(ϕ1, ϕ2)

where the infimum is taken over all common representation module E.

We have called β as a ‘distance’ in anticipation. Later we will show that it

is indeed a metric under most situations, for instance, when B is a von Neumann

algebra. But surprisingly β is not a metric in general.

Our first job is to show that the definition here matches with that of [KSW08a].

We see it as follows. Suppose B = B(G). If E is a common representation mod-
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ule and xi ∈ S(E,ϕi), then (ρ, Lxi , E � G) is a Stinespring representation for ϕi

with ‖x1 − x2‖ = ‖Lx1 − Lx2‖. On the other way if (π′, Vi, H
′) is a Stinespring rep-

resentation for ϕi, then E := B(G,H ′) is a Hilbert[h] A-B(G)-module with inner

product 〈x1, x2〉 := x∗1x2, composition as the right module action and left action

given by ax := π′(a)x for all a ∈ A, x ∈ E. Clearly (E, Vi) is a GNS-construction

for ϕi. Note that spanEG = H ′. We have H := E � G is a Hilbert space with

inner product 〈x � g, x′ � g′〉 = 〈g′, x∗x′g′〉 = 〈xg, x′g′〉. Thus x � g 7→ xg de-

fines a unitary U : H → H ′. Note that ULVi = Vi and Uρ(a)U∗ = π′(a) for

all a ∈ A. Identifying H with H ′ through U , we get π′ = ρ and LVi = Vi.

Therefore (π′, Vi, H
′) = (ρ, LVi , H). Thus there exists a one-one correspondence

between the GNS-constructions {(E, x1), (E, x2)} and the Stinespring representa-

tions {(π′, V1, H
′), (π′, V2, H

′)} such that ‖x1 − x2‖ = ‖V1 − V2‖. Hence β(ϕ1, ϕ2)

coincides with the definition given in [KSW08a]. In particular, if B = B(C) = C,

then β(ϕ1, ϕ2) is the Bures distance given in [Bur69].

The following proposition says that β(ϕ1, ϕ2) coincide with the alternative def-

inition, given in [KSW08a], of Bures distance for CP-maps between arbitrary C∗-

algebras. Subsequently will not be needing this definition and we present it here for

the sake of completeness.

Proposition 2.1.3. With notation as above,

β(ϕ1, ϕ2) = inf
ϕ
‖ϕ11(1) + ϕ22(1)− ϕ12(1)− ϕ21(1)‖

1
2

where the infimum is taken over all CP-extensions ϕ : A → M2(B) of the form

ϕ =

[
ϕ11 ϕ12

ϕ21 ϕ22

]
with completely bounded maps ϕij : A → B satisfying ϕii = ϕi.

Proof. Let E be a common representation module and xi ∈ S(E,ϕi). Define ϕ :

A →M2(B) by a 7→ [ϕij(a)], where ϕij(a) := 〈xi, axj〉. Then ϕ is a CP-map with

‖x1 − x2‖2 = ‖〈x1, x1〉+ 〈x2, x2〉 − 〈x1, x2〉 − 〈x2, x1〉‖

= ‖ϕ11(1) + ϕ22(1)− ϕ12(1)− ϕ21(1)‖ .

[h]If A is a von Neumann algebra and π is normal, then a 7→ 〈x, ay〉 = 〈x, π(a)y〉 is normal map
from A → B for all x, y ∈ E. Thus E can be made into a two-sided von Neumann A-B(G)-module.
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Since E is arbitrary β(ϕ1, ϕ2) ≥ inf
ϕ
‖ϕ11(1) + ϕ22(1)− ϕ12(1)− ϕ21(1)‖

1
2 . To get

the reverse inequality, assume that ϕ = [ϕij] : A → M2(B) is a CP-map with

ϕii = ϕi. Let (Ê, x̂) be a GNS-construction of ϕ. Note that Ê is a Hilbert A-M2(B)-

module. Given b ∈ B, x ∈ Ê define xb := x(bI), where I ∈ M2(B) is the identity

matrix. Under this action Ê becomes a right B-module. Now for x1, x2 ∈ Ê define

〈x1, x2〉′ :=
∑

i,j〈x1, x2〉ij, where 〈x1, x2〉ij is the (i, j)th entry of 〈x1, x2〉 ∈ M2(B).

Then 〈·, ·〉′ is a B-valued inner product on Ê. Denote the resulting inner product

B-module by E0. The left action of A on Ê induce a nondegenerate left action of

A on E0. Complete E0 to get the Hilbert A-B-module E. Set xi = x̂eii, where

{eij}, 1 ≤ i, j ≤ 2 are matrix units of M2(B). Then xi ∈ S(E,ϕi) and

‖x1 − x2‖2 = ‖〈x1 − x2, x1 − x2〉′‖

= ‖〈x1, x1〉′ + 〈x2, x2〉′ − 〈x1, x2〉′ − 〈x2, x1〉′‖

= ‖〈x̂, x̂〉11 + 〈x̂, x̂〉22 − 〈x̂, x̂〉12 − 〈x̂, x̂〉21‖

= ‖ϕ11(1) + ϕ22(1)− ϕ12(1)− ϕ21(1)‖ .

Since ϕ is arbitrary β(ϕ1, ϕ2) ≤ inf
ϕ
‖ϕ11(1) + ϕ22(1)− ϕ12(1)− ϕ21(1)‖

1
2 .

The following proposition says that Bures distance is stable under taking ampli-

ations.

Proposition 2.1.4. Suppose ϕ, ψ ∈ CP (A,B). Then β(ϕ, ψ) = β(ϕn, ψn) where

ϕn, ψn : Mn(A)→Mn(B) are the amplifications of ϕ, ψ respectively for n ≥ 1.

Proof. Fix n ≥ 1. Suppose E is a common representation module for ϕ, ψ and x1 ∈
S(E,ϕ), x2 ∈ S(E,ψ). Then diag(x1, · · · , x1) ∈ S(Mn(E), ϕn) and diag(x2, · · · , x2) ∈
S(Mn(E), ψn), and hence

β(ϕn, ψn) ≤ ‖diag(x1 − x2, · · · , x1 − x2)‖ = ‖x1 − x2‖ .

Since x1, x2 and E are arbitrary β(ϕn, ψn) ≤ β(ϕ, ψ). Conversely, suppose F is

a common representation module for ϕn, ψn and y1 ∈ S(F, ϕn), y2 ∈ S(F, ψn). If

{eij}, {fij}, 1 ≤ i, j ≤ n are matrix units of Mn(A),Mn(B) respectively, then

E := {e11Ff11} is a common representation module for ϕ, ψ in the natural way
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and moreover, e11y1f11 ∈ S(E,ϕ) and e11y2f11 ∈ S(E,ψ). Also,

‖e11y1f11 − e11y2f11‖2 = ‖f11〈e11(y1 − y2), e11(y1 − y2)〉f11‖ ≤ ‖y1 − y2‖2 .

Therefore β(ϕ, ψ) ≤ β(ϕn, ψn).

Proposition 2.1.5. Let A,B and C be unital C∗-algebras. Then for ϕi ∈ CP (A,B)

and ψi ∈ CP (B, C), i = 1, 2,

β(ψ1 ◦ ϕ1, ψ2 ◦ ϕ2) ≤ ‖ϕ1‖
1
2 β(ψ1, ψ2) + ‖ψ2‖

1
2 β(ϕ1, ϕ2).

In particular,

β(ψ2 ◦ ϕ1, ψ2 ◦ ϕ2) ≤ ‖ψ2‖
1
2 β(ϕ1, ϕ2).

Proof. Suppose E,F are common representation modules for ϕi, ψi respectively, and

xi ∈ S(E,ϕi), yi ∈ S(F, ψi), i = 1, 2. Then xi � yi ∈ S(E � F, ψi ◦ ϕi), and hence

β(ψ1 ◦ ϕ1, ψ2 ◦ ϕ2) ≤ ‖x1 � y1 − x2 � y2‖

≤ ‖x1 � y1 − x1 � y2 + x1 � y2 − x2 � y2‖

≤ ‖x1‖ ‖y1 − y2‖+ ‖x1 − x2‖ ‖y2‖

= ‖ϕ1‖
1
2 ‖y1 − y2‖+ ‖x1 − x2‖ ‖ψ2‖

1
2 .

Since xi, yi, E and F are arbitrary the results holds.

Proposition 2.1.6. Let ϕ1, ϕ2 ∈ CP (A,B). Then

(i) β(ϕ1, ϕ1 + ϕ2) ≤ ‖ϕ2‖
1
2 .

(ii)
∣∣β(ϕ1, ϕ2)− β(ϕ1, εϕ1 + (1− ε)ϕ2)

∣∣ ≤ ε
1
2 (‖ϕ1‖

1
2 + ‖ϕ2‖

1
2 ) for 0 ≤ ε ≤ 1.

(iii) If ϕi(1) ≤ 1, then
∣∣‖ϕ1‖ − ‖ϕ2‖

∣∣ ≤ 2β(ϕ1, ϕ2).

Proof. (i) Suppose (Ei, xi) is a GNS-construction for ϕi, i = 1, 2. Then z1 :=

x1 ⊕ 0 ∈ S(E1 ⊕ E2, ϕ1) and z2 := x1 ⊕ x2 ∈ S(E1 ⊕ E2, ϕ1 + ϕ2), and hence

β(ϕ1, ϕ1 + ϕ2) ≤ ‖z1 − z2‖ = ‖x2‖ = ‖ϕ2‖
1
2 .

(ii) Using triangle inequality and part (i),∣∣β(ϕ1, ϕ2)− β(ϕ1, εϕ1 + (1− ε)ϕ2)
∣∣
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≤ β(ϕ2, εϕ1 + (1− ε)ϕ2)

≤ β(ϕ2, (1− ε)ϕ2) + β((1− ε)ϕ2, εϕ1 + (1− ε)ϕ2)

≤ β((1− ε)ϕ2, ϕ2) + β((1− ε)ϕ2, εϕ1 + (1− ε)ϕ2)

≤ β((1− ε)ϕ2, (1− ε)ϕ2 + εϕ2) + β((1− ε)ϕ2, εϕ1 + (1− ε)ϕ2)

≤ ‖εϕ2‖
1
2 + ‖εϕ1‖

1
2

≤ ε
1
2 (‖ϕ1‖

1
2 + ‖ϕ2‖

1
2 ).

(iii) Let E be a common representation module for ϕ1, ϕ2 and xi ∈ S(E,ϕi).

Then ∣∣‖ϕ1‖ − ‖ϕ2‖
∣∣ =

∣∣‖x1‖2 − ‖x2‖2
∣∣

=
∣∣(‖x1‖+ ‖x2‖)(‖x1‖ − ‖x2‖)

∣∣
= (‖x1‖+ ‖x2‖)

∣∣‖x1‖ − ‖x2‖
∣∣

≤ 2 ‖x1 − x2‖ .

Since x1, x2 and E are arbitrary the result follows.

2.2 Bures distance: von Neumann algebras

As is well-known one of the problems in dealing with Hilbert C∗-modules in contrast

to Hilbert spaces is that in general submodules are not complemented, that is, there

is a problem in taking orthogonal complements and writing the whole space as a

direct sum. This problem is not there for von Neumann modules. Here we generalize

almost all the results of [KSW08a], where the results stated mainly for the case when

the range algebra is the algebra of all bounded operators on a Hilbert space. The

proofs are similar, though we have also taken some ideas from [Bur69]. We also give

several examples and answer a question of [KSW08a] in the negative.

In this Section we assume that A is a C∗-algebra, B ⊆ B(G) is a von Neumann

algebra and ϕ1, ϕ2 ∈ CP (A,B).

2.2.1 Metric property

To begin with we have the following proposition.
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Proposition 2.2.1. If B ⊆ B(G) is a von Neumann algebra, then

β(ϕ1, ϕ2) = inf
E
βE(ϕ1, ϕ2) (2.2.1)

where the infimum is taken over all common representation modules E which are von

Neumann A-B-module.

Proof. Since von Neumann B-modules are Hilbert B-modules we have β(ϕ1, ϕ2) ≤
inf βE(ϕ1, ϕ2). To get the reverse inequality, assume that E is a common repre-

sentation module for ϕ1, ϕ2. Then E := E
s ⊆ B(G,E �G) forms a von Neumann

A-B-module. Since E ⊆ E we have E is a common representation module for ϕ1, ϕ2,

and hence inf βE(ϕ1, ϕ2) ≤ β(ϕ1, ϕ2).

As we have taken B as von Neumann algebra for this Section, we may use (2.2.1)

as the definition of Bures distance. Also by a common representation module and

GNS-module we will mean a von Neumann A-B-module. However, note that for all

the results here, the algebra A can be a general C∗-algebra and the left action by A
need not be normal. So we do not need that ϕ1, ϕ2 to be normal.

The following result shows the existence of a sort of universal module where we

can take infimum to compute the Bures distance.

Proposition 2.2.2. There exists a von Neumann A-B-module E such that:

(i) For all ϕ1, ϕ2 ∈ CP (A,B), β(ϕ1, ϕ2) = βE(ϕ1, ϕ2).

(ii) For a fixed ϕ1 ∈ CP (A,B) there exists ξ1 ∈ S(E , ϕ1) such that

β(ϕ1, ϕ2) = inf
{
‖ξ1 − ξ2‖ : ξ2 ∈ S(E , ϕ2)

}
for all ϕ2 ∈ CP (A,B).

Proof. For each ϕ ∈ CP (A,B) fix a GNS-construction (Eϕ, xϕ). Set Hϕ = Eϕ �G
and H = ⊕Hϕ. Then E0 := ⊕ s

Eϕ ⊆ B(G,H) is a von Neumann A-B-module. Note

that S(E0, ϕ) is nonempty for all ϕ ∈ CP (A,B). Take E = E0 ⊕ E0 which is a von

Neumann A-B-module.

(i) Suppose ϕ1, ϕ2 ∈ CP (A,B) and E is a common representation module. We

will prove that βE(ϕ1, ϕ2) ≤ βE(ϕ1, ϕ2). For that, it is enough to show that for
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all xi ∈ S(E,ϕi) there exists ξi ∈ S(E , ϕi) such that ‖ξ1 − ξ2‖ ≤ ‖x1 − x2‖. Take

ξ′1 ∈ S(E0, ϕ1). Let U : span s Aξ′1B → span s Ax1B be the bilinear unitary satisfying

U(aξ′1b) = ax1b. Let P be the bilinear projection of E onto span s Ax1B. Set

x′2 := Px2 ∈ span s Ax1B ⊆ E,

x′′2 := (1− P )x2 ∈ (span s Ax1B)⊥ ⊆ E,

ϕ′2(·) := 〈x′2, (·)x′2〉 and

ϕ′′2(·) := 〈x′′2, (·)x′′2〉.

Clearly ϕ2 = ϕ′2 + ϕ′′2. Let ξ′2 = U∗(x′2) ∈ span s Aξ′1B ⊆ E0. Then

〈ξ′2, aξ′2〉 = 〈U∗x′2, aU∗x′2〉 = 〈U∗x′2, U∗(ax′2)〉 = 〈x′2, ax′2〉 = ϕ′2(a).

Let ξ′′2 ∈ S(E0, ϕ
′′
2). Set ξ1 = ξ′1 ⊕ 0 and ξ2 = ξ′2 ⊕ ξ′′2 . Then ξi ∈ S(E , ϕi) with

‖ξ1 − ξ2‖2 = ‖〈ξ1, ξ1〉+ 〈ξ2, ξ2〉 − 2Re(〈ξ1, ξ2〉)‖

= ‖〈ξ′1, ξ′1〉+ 〈ξ′2, ξ′2〉+ 〈ξ′′2 , ξ′′2 〉 − 2Re(〈ξ′1, ξ′2〉)‖

= ‖〈ξ′1 − ξ′2, ξ′1 − ξ′2〉+ 〈ξ′′2 , ξ′′2 〉‖

= ‖〈U(ξ′1 − ξ′2), U(ξ′1 − ξ′2)〉+ 〈ξ′′2 , ξ′′2 〉‖

= ‖〈x1 − x′2, x1 − x′2〉+ 〈x′′2, x′′2〉‖

= ‖〈x1, x1〉+ 〈x′2, x′2〉 − 2Re(〈x1, x
′
2〉) + 〈x′′2, x′′2〉‖

= ‖〈x1, x1〉+ 〈x2, Px2〉 − 2Re(〈x1, x
′
2〉) + 〈x2, (1− P )x2〉‖

= ‖〈x1, x1〉+ 〈x2, x2〉 − 2Re(〈x1, x
′
2〉)‖

= ‖〈x1 − x2, x1 − x2〉‖ (x1 = x1 ⊕ 0, x2 = x′2 ⊕ x′′2 in E)

= ‖x1 − x2‖2 .

Since x1, x2 and E are arbitrary βE(ϕ1, ϕ2) ≤ β(ϕ1, ϕ2).

(ii) Note that ξ1 ∈ S(E , ϕ1) is independent of E and ϕ2. If we denote ξ2 obtained

in part(i) by ξ2(x1, x2), then

βE(ϕ1, ϕ2) = inf
{
‖ξ − ξ′‖ : ξ ∈ S(E , ϕ1), ξ′ ∈ S(E , ϕ2)

}
≤ inf

{
‖ξ1 − ξ′‖ : ξ′ ∈ S(E , ϕ2)

}
≤ inf

{
‖ξ1 − ξ2(x1, x2)‖ : xi ∈ S(E,ϕi)

}
= inf

{
‖x1 − x2‖ : xi ∈ S(E,ϕi)

}
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= βE(ϕ1, ϕ2).

Since this is true for all common representation module E, we get

β(ϕ1, ϕ2) ≤ βE(ϕ1, ϕ2) ≤ inf
{
‖ξ1 − ξ′‖ : ξ′ ∈ S(E , ϕ2)

}
≤ β(ϕ1, ϕ2).

This completes the proof.

Theorem 2.2.3. β is a metric on CP (A,B).

Proof. Positive definiteness: Let ϕ1, ϕ2 ∈ CP (A,B). Take E and ξ1 ∈ S(E , ϕ1) as

in Proposition 2.2.2(ii). By definition β(ϕ1, ϕ2) ≥ 0. Now if β(ϕ1, ϕ2) = 0, then

inf
{
‖ξ1 − ξ2‖ : ξ2 ∈ S(E , ϕ2)

}
= 0.

Since S(E , ϕ2) is a norm closed subset of E , above equality implies that ξ1 ∈ S(E , ϕ2).

Therefore ϕ1 = ϕ2.

Symmetry: Clear from the definition.

Triangle inequality: Let ϕ1, ϕ2, ϕ3 ∈ CP (A,B). Suppose E and ξ1 ∈ S(E , ϕ1) are as

in Proposition 2.2.2(ii). Then

β(ϕ2, ϕ3) = inf
{
‖ξ2 − ξ3‖ : ξi ∈ S(E , ϕi), i = 2, 3

}
≤ inf

{
‖ξ2 − ξ1‖ : ξ2 ∈ S(E , ϕ2)

}
+ inf

{
‖ξ1 − ξ3‖ : ξ3 ∈ S(E , ϕ3)

}
= β(ϕ2, ϕ1) + β(ϕ1, ϕ3).

Thus β is a metric.

2.2.2 Intertwiners and computation of Bures distance

The definition of Bures distance is abstract and does not give us indications as to

how to compute it for concrete examples. In this Section, motivated by the work of

[KSW08a], we show that Bures distance can be computed using intertwiners between

two (minimal) GNS-constructions of CP-maps.

Suppose E is a common representation module for ϕi and xi ∈ S(E,ϕi), i = 1, 2.

Then ‖x1 − x2‖2 = ‖〈x1 − x2, x1 − x2〉‖ = ‖ϕ1(1) + ϕ2(1)− 2Re(〈x1, x2〉)‖. Thus

β(ϕ1, ϕ2) is completely determined by the subsets {〈x1, x2〉 : xi ∈ S(E,ϕi)} ⊆ B.
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This observation leads to the following definition.

Definition 2.2.4. Given a common representation module E for ϕ1 and ϕ2 define

NE(ϕ1, ϕ2) :=
{
〈x1, x2〉 : xi ∈ S(E,ϕi)

}
and

N(ϕ1, ϕ2) := ∪
E
NE(ϕ1, ϕ2)

where the union is taken over all common representation module E.

Note that N(ϕ1, ϕ2) ⊆ B is always nonempty. Also if E is a common represen-

tation module for ϕ1 and ϕ2, then

βE(ϕ1, ϕ2) = inf
N∈NE(ϕ1,ϕ2)

‖ϕ1(1) + ϕ2(1)− 2Re(N)‖
1
2 (2.2.2)

with ϕ1(1) + ϕ2(1)− 2Re(N) = 〈x1 − x2, x1 − x2〉 ≥ 0 for some xi ∈ S(E,ϕi).

Definition 2.2.5. Let (Ei, xi) be a GNS-construction for ϕi, i = 1, 2. Then define

M(ϕ1, ϕ2) :=
{
〈x1,Φx2〉 : Φ ∈ Ba,bil(E2, E1), ‖Φ‖ ≤ 1

}
.

Lemma 2.2.6. The set M(ϕ1, ϕ2) ⊆ B depends only on the CP-maps ϕi and not on

the GNS-constructions (Ei, xi).

Proof. We show thatM(ϕ1, ϕ2) defined via (Ei, xi) coincides with M̂(ϕ1, ϕ2) which is

defined via the minimal GNS-construction (Êi, x̂i). Let Ui : Êi → span s AxiB be the

bilinear unitary satisfying Ui(ax̂ib) = axib for all a ∈ A, b ∈ B. Since span s AxiB ⊆
Ei is a complemented B-submodule, Ui ∈ Ba,bil(Êi, Ei) is an adjointable isometry

(Corollary 1.2.37). Note that Ui(x̂i) = xi and U∗i (xi) = x̂i. Now suppose 〈x1,Φx2〉 ∈
M(ϕ1, ϕ2), where Φ ∈ Ba,bil(E2, E1) with ‖Φ‖ ≤ 1. Set Φ̂ = U∗1 ΦU2. Then Φ̂ ∈
Ba,bil(Ê2, Ê1) with ‖Φ̂‖ ≤ 1. Also

〈x1,Φx2〉 = 〈U1x̂1,ΦU2x̂2〉 = 〈x̂1, U
∗
1 ΦU2x̂2〉 = 〈x̂1, Φ̂x̂2〉 ∈ M̂(ϕ1, ϕ2).

Hence M(ϕ1, ϕ2) ⊆ M̂(ϕ1, ϕ2). To get the reverse inclusion start with a Φ̂ ∈
Ba,bil(Ê2, Ê1) and set Φ = U1Φ̂U∗2 ∈ Ba,bil(E2, E1).
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Proposition 2.2.7. If (Ei, xi) is a GNS-construction for ϕi, i = 1, 2, then

(i) M(ϕ1, ϕ2) = N(ϕ1, ϕ2) = NE1⊕E2(ϕ1, ϕ2) and

(ii) β(ϕ1, ϕ2) = inf
M∈M(ϕ1,ϕ2)

‖ϕ1(1) + ϕ2(1)− 2Re(M)‖
1
2 .

Proof. (i) Suppose E is a common representation module and 〈z1, z2〉 ∈ NE(ϕ1, ϕ2).

Set E1 = E2 = E and Φ = idE. Then, from above Lemma, 〈z1, z2〉 = 〈z1,Φz2〉 ∈
M(ϕ1, ϕ2). Since z1, z2 and E are arbitrary N(ϕ1, ϕ2) ⊆ M(ϕ1, ϕ2). In particular,

M(ϕ1, ϕ2) is nonempty. For the reverse inclusion, let 〈x1,Φx2〉 ∈ M(ϕ1, ϕ2). Set

z1 = x1⊕0 and z2 = Φx2⊕
√

idE2 − Φ∗Φx2 in E1⊕E2. Then 〈z1, az1〉 = 〈x1, ax1〉 =

ϕ1(a) and

〈z2, az2〉 = 〈Φx2 ⊕
√

idE2 − Φ∗Φx2, a(Φx2)⊕ a
√

idE2 − Φ∗Φx2〉

= 〈Φx2,Φ(ax2)〉+ 〈
√

idE2 − Φ∗Φx2,
√

idE2 − Φ∗Φax2〉

= 〈x2,Φ
∗Φ(ax2)〉+ 〈x2, (idE2 − Φ∗Φ)ax2〉

= 〈x2, ax2〉

= ϕ2(a)

for all a ∈ A. Thus (E1⊕E2, zi) is a GNS-construction for ϕi. Note that 〈x1,Φx2〉 =

〈z1, z2〉 ∈ NE1⊕E2(ϕ1, ϕ2). Hence M(ϕ1, ϕ2) ⊆ NE1⊕E2(ϕ1, ϕ2). Thus N(ϕ1, ϕ2) ⊆
M(ϕ1, ϕ2) ⊆ NE1⊕E2(ϕ1, ϕ2) ⊆ N(ϕ1, ϕ2).

(ii) Follows from equation (2.2.2).

Corollary 2.2.8. If (Ei, xi) is a GNS-construction for ϕi, i = 1, 2, then

β(ϕ1, ϕ2) = βE1⊕E2(ϕ1, ϕ2) = inf
{
‖x1 ⊕ 0− y1 ⊕ y2‖ : y1 ⊕ y2 ∈ S(E1 ⊕ E2, ϕ2)

}
.

Proof. Suppose 〈x1,Φx2〉 ∈ M(ϕ1, ϕ2). Then, from the proof of Proposition 2.2.7,

we have 〈x1,Φx2〉 = 〈z1, z2〉, where zi ∈ S(E1 ⊕ E2, ϕi) with z1 = x1 ⊕ 0. Denote

the z2 obtained by z2(Φ). Then, from proposition 2.2.7(ii),

β(ϕ1, ϕ2)

= inf
{
‖ϕ1(1) + ϕ2(1)− 2Re(M)‖

1
2 : M ∈M(ϕ1, ϕ2)

}
= inf

{
‖ϕ1(1) + ϕ2(1)− 2Re(〈x1 ⊕ 0, z2(Φ)〉)‖

1
2 : Φ ∈ Ba,bil(E2, E1), ‖Φ‖ ≤ 1

}
≥ inf

{
‖ϕ1(1) + ϕ2(1)− 2Re(〈x1 ⊕ 0, y1 ⊕ y2〉)‖

1
2 : y1 ⊕ y2 ∈ S(E1 ⊕ E2, ϕ2)

}
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= inf
{
‖x1 ⊕ 0− y1 ⊕ y2‖ : y1 ⊕ y2 ∈ S(E1 ⊕ E2, ϕ2)

}
≥ βE1⊕E2(ϕ1, ϕ2).

Example 2.2.9. Let (X,F, µ) be a measure space and let A = L∞(X,µ). Consider

the states ϕi : A → C given by ϕi(f) =
∫
fdµi, where µ1 and µ2 are two equivalent

(i.e., absolutely continuous each other) probability measures on (X,F) such that

µi << µ, i = 1, 2. Let h be a positive function (Radon Nikodym derivative) on

X such that dµ1 = hdµ2. Clearly Ei = L2(X,µi) is a von Neumann A-C-module

with left multiplication as the left action. Also (Ei, 1) is a GNS-construction for ϕi.

Suppose g1 ⊕ g2 ∈ S(E1 ⊕ E2, ϕ2). Then∫
fdµ2 = 〈g1 ⊕ g2, f(g1 ⊕ g2)〉

=

∫
|g1|2fdµ1 +

∫
|g2|2fdµ2

=

∫
(|g1|2h+ |g2|2)fdµ2

for all f ∈ A, and hence |g1|2h+ |g2|2 = 1 a.e., µ2. Therefore

β(ϕ1, ϕ2) = inf
{
‖1⊕ 0− g1 ⊕ g2‖ : g1 ⊕ g2 ∈ S(E1 ⊕ E2, ϕ2)

}
= inf

{
(〈1− g1, 1− g1〉+ 〈g2, g2〉)

1
2 : |g1|2h+ |g2|2 = 1 a.e., µ2

}
= inf

{
(2− 2Re(

∫
g1dµ1))

1
2 : |g1|2h ≤ 1 a.e., µ2

}
=
√

2 inf
{

(1−
∫
g1hdµ2)

1
2 : g1 ≥ 0 and 0 ≤ g2

1h ≤ 1 a.e., µ2

}
=
√

2(1−
∫ √

hdµ2)
1
2 .

In particular, if we take X = {1, 2, . . . , n}, µ the counting measure, µ1(i) = pi and

µ2(i) = qi, where 0 < pi, qi < 1 such that
∑
pi =

∑
qi = 1, then β(ϕ1, ϕ2) =

√
2(1−

∑√
piqi)

1
2 .

Here we compute the Bures distance for homomorphisms and for some other

special cases.

52



CHAPTER 2. 2.2. BURES DISTANCE: VON NEUMANN ALGEBRAS

Corollary 2.2.10. Let ϕ1, ϕ2 : A → B be two unital ∗-homomorphisms.

(i) β(ϕ1, ϕ2) =
√

2 inf
{
‖1− Re(b)‖

1
2 : b ∈ B, ‖b‖ ≤ 1, ϕ1(a)b = bϕ2(a) ∀a ∈ A

}
.

(ii) If A = B and ϕ2(a) = u∗ϕ1(a)u for some unitary u ∈ B, then

β(ϕ1, ϕ2) =
√

2 inf
{
‖1− Re(b′u)‖

1
2 : b′ ∈ ϕ1(A)′, ‖b′‖ ≤ 1

}
.

(iii) If u ∈ Mn(C) is a unitary and ϕ : Mn(C) → Mn(C) is the ∗-homomorphism

ϕ(a) = u∗au, then

β(id, ϕ) =
√

2 inf
{
‖1− Re(λu)‖

1
2 : λ ∈ C, |λ| ≤ 1

}
.

Proof. (i) Let Ei be the von Neumann A-B-module B with left action ax := ϕi(a)x

for all a ∈ A, x ∈ Ei. Then (Ei, 1) is the minimal GNS-construction for ϕi. Suppose

Φ ∈ Ba,bil(E2, E1). Then

ϕ1(a)Φ(1) = aΦ(1) = Φ(a1) = Φ(ϕ2(a)) = Φ(1)ϕ2(a)

for all a ∈ A. Clearly, for a fixed b0 ∈ B satisfying ϕ1(a)b0 = b0ϕ2(a), the map

b 7→ b0b is an element of Ba,bil(E2, E1). Thus

β(ϕ1, ϕ2)

= inf
{
‖ϕ1(1) + ϕ2(1)− 2Re(M)‖

1
2 : M ∈M(ϕ1, ϕ2)

}
= inf

{∥∥2− 2Re(
〈
1,Φ(1)

〉
)
∥∥ 1

2 : Φ ∈ Ba,bil(E2, E1), ‖Φ‖ ≤ 1
}

=
√

2 inf
Φ∈B(E2,E1)

{
‖1− Re(Φ(1))‖

1
2 : Φ(1)ϕ2(a) = ϕ1(a)Φ(1) ∀a ∈ A, ‖Φ‖ ≤ 1

}
=
√

2 inf
{
‖1− Re(b)‖

1
2 : b ∈ B, ‖b‖ ≤ 1, ϕ1(a)b = bϕ2(a) ∀a ∈ A

}
.

(ii) Suppose b ∈ B. Then ϕ1(a)b = bϕ2(a) for all a ∈ A implies that bu∗ ∈ ϕ1(A)′,

and hence b = b′u for some b′ ∈ ϕ1(A)′ ⊆ B.

(iii) This follows from (ii), since M ′
n = CI.

In [KSW08a] it is shown that the Bures distance is comparable with completely

bounded norm when B = B(G), and the following bounds were obtained.
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Theorem 2.2.11 ([KSW08a]). For ϕ1, ϕ2 ∈ CP (A,B(G)),

‖ϕ1 − ϕ2‖cb√
‖ϕ1‖cb +

√
‖ϕ2‖cb

≤ β(ϕ1, ϕ2) ≤
√
‖ϕ1 − ϕ2‖cb.

Moreover, there exists a common representation module E and corresponding GNS-

construction (E, xi) for ϕi such that β(ϕ1, ϕ2) = βE(ϕ1, ϕ2) = ‖x1 − x2‖.

In fact, from the the standard properties of operator norm, it follows that the

lower bound holds even for an arbitrary unital C∗-algebra B.

Proposition 2.2.12. Let A and B be C∗-algebras and ϕ1, ϕ2 ∈ CP (A,B). Then

‖ϕ1 − ϕ2‖cb√
‖ϕ1‖cb +

√
‖ϕ2‖cb

≤ β(ϕ1, ϕ2).

Proof. Let E be a common representation module for ϕ1, ϕ2 and let xi ∈ S(E,ϕi).

Let A = [aij] ∈Mn(A) and Xi = diag(Lxi , · · · , Lxi) ∈Mn(B(G,E �G)) for n ∈ N.

Then

‖(ϕ1 − ϕ2)n(A)‖ = ‖[〈x1, aijx1〉]− [〈x2, aijx2〉]‖

=
∥∥[L∗x1(aij � idG)Lx1 ]− [L∗x2(aij � idG)Lx2 ]

∥∥
= ‖X∗1 (A� idG)X1 −X∗2 (A� idG)X2‖

≤ ‖X∗1 (A� idG)(X1 −X2) + (X∗1 −X∗2 )(A� idG)X2‖

≤ ‖X1 −X2‖ (‖X1‖+ ‖X2‖) ‖A� idG‖

= ‖x1 − x2‖ (‖x1‖+ ‖x2‖) ‖A‖

= ‖x1 − x2‖ (
√
‖ϕ1‖cb +

√
‖ϕ2‖cb) ‖A‖ , ∀n ∈ N.

Hence ‖ϕ1 − ϕ2‖cb ≤ ‖x1 − x2‖ (
√
‖ϕ1‖cb +

√
‖ϕ2‖cb). Since E is arbitrary the

results follows from above inequality.

Example 2.2.13. In general, the upper bound given in Theorem 2.2.11 may fails to

hold if the cb-norm is replaced by the operator norm. For example, consider the
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CP-maps ϕi : M2(C)→M2(C) given by

ϕ1([aij]) :=

[
a11 + 2a22 a21

a12 a22 + 2a11

]
and ϕ2([aij]) :=

[
2a22 0

0 2a11

]
.

Let E = M8×2(C) which is a von Neumann M2(C)-M2(C)-module with module

actions given by

axb :=


ax1b

ax2b

ax3b

ax4b

 ∀x =


x1

x2

x3

x4

 ∈ E and a, b, xi ∈M2(C).

Then E is a common representation module with

z1 : =

[
1 0 0 0 0

√
3√
2

0 −1√
2

0 0 0 1
√

3√
2

0 1√
2

0

]t

∈ S(E,ϕ1)

and

z2 : =

[
0 0 0 0 0 1 0 −1

0 0 0 0 1 0 1 0

]t

∈ S(E,ϕ2).

Note that if x ⊕ y = [xij] ⊕ [yij] ∈ S(E ⊕ E,ϕ2), then by evaluating ϕ2 at matrix

units, we see that xi1 = yi1 = 0 = xk2 = yk2, i = 1, 3, 5, 7, k = 2, 4, 6, 8 and∑
i=2,4,6,8

(xi1xi−1,2 + yi1yi−1,2) = 0,

∑
i=2,4,6,8

(|xi1|2 + |yi1|2) = 2 =
∑

i=1,3,5,7

(|xi2|2 + |yi2|2).

 (∗)

Hence

β(ϕ1, ϕ2) = inf
{
‖z1 ⊕ 0− x⊕ y‖ : x⊕ y ∈ E1 ⊕ E2 satisfying (∗)

}
= inf

x⊕y∈E1⊕E2

satisfying (∗)

∥∥ϕ1(1) + ϕ2(1)− Re(〈z1 ⊕ 0, x⊕ y〉)
∥∥ 1

2

= inf
x⊕y∈E1⊕E2

satisfying (∗)

∥∥∥∥∥∥
5− Re(

√
6x61 −

√
2x81) −x12 − x41

−x12 − x41 5− Re(
√

6x52 +
√

2x72)

∥∥∥∥∥∥
1
2
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≥ inf
x⊕y∈E1⊕E2

satisfying (∗)

∥∥∥∥∥∥
5− Re(

√
6x61 −

√
2x81) 0

0 5− Re(
√

6x52 +
√

2x72)

∥∥∥∥∥∥
1
2

= inf
|x61|2+|x81|2≤2

|x52|2+|x72|2≤2
x61x52+x81x72=0

∥∥∥∥∥
[

5− Re(
√

6x61 −
√

2x81) 0

0 5− Re(
√

6x52 +
√

2x72)

]∥∥∥∥∥
1
2

= inf
0≤x52,x61,x72

x81≤0
x261+x281≤2

x252+x272≤2
x61x52+x81x72=0

∥∥∥∥∥
[

5−
√

6x61 +
√

2x81 0

0 5−
√

6x52 −
√

2x72

]∥∥∥∥∥
1
2

=

√
5−
√

2−
√

6.

Note that ‖z1 − z2‖ =
√

5−
√

2−
√

6, and hence β(ϕ1, ϕ2) =
√

5−
√

2−
√

6 >

1. But ϕ1 − ϕ2 is the transpose map. Therefore 1 = ‖ϕ1 − ϕ2‖ < β(ϕ1, ϕ2)2 <

‖ϕ1 − ϕ2‖cb = 2 (see [Pau02] for the computation of cb-norm for transpose map).

Theorem 2.2.11 guarantees the existence of a common representation module,

where Bures distance is attained. It is a natural question as to whether Bures

distance is attained in every common representation module. This is true for states

([Ara72]). The question in the general case was asked by [KSW08a, KSW08b]. Here

we resolve it in the negative through a simple counter example.

Example 2.2.14. Consider the (normal) CP-maps ϕi : M2(C) → M2(C) given by

ϕi(a) := a∗i aai, where a1 =

[
1 0

0 0

]
and a2 =

[
0 1

0 0

]
. Then (Êi, x̂i) := (M2(C), ai) is

the minimal GNS-construction for ϕi. Set x1 = x̂1 ⊕ 0 and x2 = 0 ⊕ x̂2. Then

xi ∈ S(Ê1 ⊕ Ê2, ϕi) and

β(ϕ1, ϕ2) = βÊ1⊕Ê2
(ϕ1, ϕ2) ≤ ‖x1 − x2‖ = ‖I‖ = 1.

Clearly, E := M2(C) is a common representation module. If xi ∈ S(E,ϕi), then

x∗i axi = a∗i aai for all a ∈ M2(C). In particular taking a =

[
1 0

0 1

]
and a =

[
1 0

0 0

]
we

see that S(E,ϕi) = {λai : λ ∈ C, |λ| = 1}. Now for any xi = λiai ∈ S(E,ϕi),

‖x1 − x2‖2 =

∥∥∥∥∥
 1 −λ1λ2

−λ2λ1 1


∥∥∥∥∥ = sup

{
|λ| : λ ∈ σ

( 1 −λ1λ2

−λ2λ1 1

)} = 2.
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Hence βE(ϕ1, ϕ2) =
√

2 > 1 ≥ β(ϕ1, ϕ2). Note that here β(ϕ1, ϕ2) ≤ 1 =√
‖ϕ1 − ϕ2‖.

Conjecture. If ϕ, ψ ∈ CP (A,B), then β(ϕ, ψ) = sup
φ,n

β(φ ◦ ϕn, φ ◦ ψn) where the

supremum is taken over all states φ : Mn(B)→ C, n ∈ N.

From Proposition 2.1.4 and 2.1.5 we have β(φ◦ϕn, φ◦ψn) ≤ β(ϕn, ψn) = β(ϕ, ψ)

for all states φ : Mn(B) → C, n ≥ 1. If the conjecture can be proved directly, then

using the upper bound for states [Bur69, KSW08a] we get an alternative proof of

the upper bound for Bures metric:

β(ϕ, ψ) = sup
φ,n

β(φ ◦ ϕn, φ ◦ ψn) ≤ sup
φ,n

√
‖φ ◦ ϕn − φ ◦ ψn‖ =

√
‖ϕ− ψ‖cb.

2.3 Bures distance: C∗-algebras

This Section consists mostly of counter examples. But results similar to the last

section do hold for injective C∗-algebras.

2.3.1 Counter examples

We saw that if the range algebras are von Neumann algebras, then the Bures metric

can be computed using intertwiners. It was crucial that the space of intertwiners was

independent of the choice of GNS-constructions (Lemma 2.2.6 ). The first example

here shows that this is no longer the case for some range C∗-algebras. We have

another example to show that the upper bound computed for β in Theorem 2.2.11

may not hold for general range C∗-algebras. Finally, as a worst case scenario we

have a tricky example to show that even the triangle inequality may fail to hold.

Example 2.3.1. If ϕ1 and ϕ2 are CP-maps between C∗-algebras, then M(ϕ1, ϕ2)

may depends on the GNS-construction. For example, consider the CP-maps ϕi :

C([0, 2π]) → C([0, 2π]) given by ϕi(f) := gif , where gi(t) = |sin(t)|i for all t ∈
[0, 2π], i = 1, 2. Set x̂i =

√
gi and

Êi = span {√gif : f ∈ C([0, 2π])}
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= {f ∈ C([0, 2π]) : f(0) = f(π) = f(2π) = 0}.

Then (Êi, x̂i) is the minimal GNS-construction for ϕi. Define the adjointable bilinear

map Φ̂ : Ê2 → Ê1 by Φ̂(f) = gf , where

g(t) =


1
2

if 0 ≤ t < π,

1 if π ≤ t ≤ 2π.

Since Φ̂ is a contraction 〈x̂1, Φ̂x̂2〉 ∈ M̂(ϕ1, ϕ2). We have (Ei, xi) := (C([0, 2π]), x̂i)

is also a GNS-construction for ϕi. Now if Φ : E2 → E1 is an adjointable bilinear

map, then Φ(f) = Φ(1)f for all f ∈ C([0, 2π]). Thus Ba,bil(E2, E1) = {f 7→ hf : h ∈
C([0, 2π])}. Hence if 〈x̂1, gx̂2〉 = 〈x̂1, Φ̂x̂2〉 ∈ M(ϕ1, ϕ2), then 〈x̂1, gx̂2〉 = 〈x̂1, hx̂2〉
for some h ∈ C([0, 2π]); i.e.,

x̂1(t)g(t)x̂2(t) = x̂1(t)h(t)x̂2(t), ∀t ∈ [0, 2π]

⇒ g(t) = h(t), ∀t ∈ [0, 2π] r {0, π, 2π}

which is not possible since h is continuous on [0, 2π]. So 〈x̂1, Φ̂x̂2〉 /∈M(ϕ1, ϕ2).

Example 2.3.2. Suppose H is an infinite dimensional Hilbert space and p ∈ B(H) is

an orthogonal projection such that both p and q := (1 − p) have infinite rank. Let

A = C∗{K(H) ∪ {I}} and let u = λp + λq, where λ = eiθ is a scalar with −π
2
<

θ < π
2
. Note that u ∈ B(H) is a unitary. Define ∗-homomorphisms ϕi : A → A by

ϕ1(a) := a and ϕ2(a) := u∗au. Now suppose E is a common representation module

for ϕ1, ϕ2 and xi ∈ S(E,ϕi). Since ‖axi − xiϕi(a)‖ = 0, we get axi = xiϕi(a) for all

a ∈ A. Then

a〈x1, x2〉 = ϕ1(a)〈x1, x2〉 = 〈x1, x2〉ϕ2(a) = 〈x1, x2〉u∗au

for all a ∈ A, and hence 〈x1, x2〉u∗ ∈ A′. Therefore 〈x1, x2〉 = λ′u for some λ′ ∈ C.

Since 〈x1, x2〉 ∈ A and u 6∈ A we have λ′ = 0, whence 〈x1, x2〉 = 0. Also since E

and xi ∈ S(E,ϕi) are arbitrary

β(ϕ1, ϕ2) = inf
E,xi
‖x1 − x2‖ = ‖ϕ1(1) + ϕ2(1)‖

1
2 =
√

2.

Now we prove that
√
‖ϕ1 − ϕ2‖cb < β(ϕ1, ϕ2). For a = [aij] ∈ B(H) = B(Hp ⊕H⊥p ),
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where Hp = ran(p),

‖ϕ1(a)− ϕ2(a)‖ = ‖a− u∗au‖

=

∥∥∥∥∥∥
[
a11 a12

a21 a22

]
−

[
λ 0

0 λ

]∗ [
a11 a12

a21 a22

][
λ 0

0 λ

]∥∥∥∥∥∥
=

∥∥∥∥∥
[

0 (1− λ2
)a12

(1− λ2)a21 0

]∥∥∥∥∥
= max

{∥∥(1− λ2
)a12

∥∥,∥∥(1− λ2)a21

∥∥}
≤
∣∣1− λ2

∣∣ ‖a‖
so that ‖ϕ1 − ϕ2‖ ≤ |1− λ2|. But a =

[
0 I

I 0

]
is of norm one and ‖(ϕ1 − ϕ2)(a)‖ =

|1− λ2|, whence ‖ϕ1 − ϕ2‖ = |1− λ2| =
∣∣λ(λ− λ)

∣∣ =
∣∣λ− λ∣∣. Now for all n ≥ 1,

if we let Un, Pn and Qn denote the n × n diagonal matrix with diagonal u, p and

q respectively, then Un = λPn + λQn and (ϕ1 − ϕ2)n(A) = A − U∗nAUn for all

A ∈Mn(A). Then, as above, we get ‖(ϕ1 − ϕ2)n‖ =
∣∣λ− λ∣∣. Thus√

‖ϕ1 − ϕ2‖ =
√
‖ϕ1 − ϕ2‖cb =

√∣∣λ− λ∣∣ < √2 = β(ϕ1, ϕ2).

Now if ϕi is considered as a map into B(H) denote it by ϕ̃i. Then b ∈ ϕ̃1(A)′ ⊆
B(H) implies that ba = ab for all a ∈ K(H) ⊆ A, so that b = λbI for some λb ∈ C.

From Corollary 2.2.10,

β(ϕ̃1, ϕ̃2) =
√

2 inf
{
‖1− Re(λ′u)‖

1
2 : λ′ ∈ C, |λ′| ≤ 1

}
≤
√

2 ‖1− Re(u)‖
1
2

=
√

2 |1− Re(λ)|
1
2

<
√

2

= β(ϕ1, ϕ2).

Example 2.3.3. Let H be an infinite dimensional Hilbert space. Consider the unital

C∗-subalgebra

A : = C∗

{
K(H ⊕H) ∪

{[
I 0

0 0

]
,

[
0 0

0 I

]}}
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=

{[
λ1I + a11 a12

a21 λ2I + a22

]
: λi ∈ C, aij ∈ K(H)

}

of B(H ⊕H). Suppose u ∈ B(H) is a unitary and 1 < r ∈ R. Set

z1 =

[
0 u

0 rI

]
, z2 =

[
0 0

0 rI

]
and z3 =

[
0 I

0 rI

]

in B(H ⊕H). Define CP-maps ϕi : A → A by ϕi(a) := z∗i azi, i = 1, 2, 3. Note that

each ϕi has the form, ϕi(·) =

[
0 0

0 ∗

]
. Let

E12 =

{[
x11 λ1u+ x12

x21 λ2I + x22

]
: λi ∈ C, xij ∈ K(H)

}

which is a HilbertA-A-module with a natural inner product and bimodule structure.

Note that zi ∈ S(E12, ϕi), i = 1, 2, and hence β(ϕ1, ϕ2) ≤ ‖z1 − z2‖ = 1. Similarly

E23 =

{[
x11 λ1I + x12

x21 λ2I + x22

]
: λi ∈ C, xij ∈ K(H)

}

is a Hilbert A-A-module with zi ∈ S(E23, ϕi), i = 2, 3, and β(ϕ2, ϕ3) ≤ ‖z2 − z3‖ =

1. Now we will show that β(ϕ1, ϕ3) > 2 ≥ β(ϕ1, ϕ2) + β(ϕ2, ϕ3) so that β fails

to satisfy triangle inequality. Suppose E is a common representation module for

ϕ1, ϕ3. We prove that 〈x1, x3〉 = 0 for all xi ∈ S(E,ϕi). If we proved this, then E

and xi ∈ S(E,ϕi) arbitrary implies that

β(ϕ1, ϕ3) = inf
E,xi
‖x1 − x3‖ = ‖ϕ1(1) + ϕ3(1)‖

1
2 =

√
2(1 + r2) > 2.

Suppose 〈x1, x3〉 = [aij]. Since 0 ≤
[
〈x1, x1〉 〈x1, x3〉
〈x3, x1〉 〈x3, x3〉

]
=


0 0 a11 a12

0 ∗ a21 a22

a∗11 a∗21 0 0

a∗12 a∗22 0 ∗

 we have

a11 = a12 = a21 = 0. Also for all a ∈ K(H), we get[
a 0

0 0

]
x1 = x1

[
0 0

0 u∗au

]
and

[
a 0

0 0

]
x3 = x3

[
0 0

0 a

]
.

60



CHAPTER 2. 2.3. BURES DISTANCE: C∗-ALGEBRAS

(Simply look at the norm of the difference.) Hence[
0 0

0 u∗au

]
〈x1, x3〉 = 〈x1, x3〉

[
0 0

0 a

]
;

i.e., [
0 0

0 u∗au

][
0 0

0 a22

]
=

[
0 0

0 a22

][
0 0

0 a

]
which implies that u∗aua22 = a22a; i.e., aua22 = ua22a for all a ∈ K(H). Hence

ua22 = λI for some λ ∈ C. Thus a22 = λu∗. Since a22 ∈ K(H) and u∗ /∈ K(H) we

have λ = 0, and hence a22 = 0 and 〈x1, x3〉 = 0.

2.3.2 Injective C∗-algebras

Recall that a C∗-algebra B is an injective C∗-algebra if, whenever C is a C∗-algebra,

S an operator system contained in C, and ϕ : S → B is a completely positive

contraction, then ϕ extends to a completely positive contraction ϕ̃ : C → B. Further,

this is equivalent to saying that there is a faithful representation π of B on a Hilbert

space G, such that there is a conditional expectation from B(G) onto π(B). See

[Arv69a, Pau02, Tak03] for details.

Proposition 2.3.4. Let A be a C∗-algebra and B be an injective C∗-algebra with a

faithful representation π : B → B(G) on a Hilbert space G. Then β(ϕ1, ϕ2) =

β(π ◦ ϕ1, π ◦ ϕ2) for all ϕ1, ϕ2 ∈ CP (A,B).

Proof. Since B is injective there exists a completely positive conditional expectation

P : B(G)→ π(B). Take ϕ = π−1 ◦P : B(G)→ A. Then ϕ is a contractive CP-map.

Moreover, ϕ ◦ π ◦ ϕi = ϕi, i = 1, 2. Now by Proposition 2.1.5,

β(ϕ1, ϕ2) = β(ϕ ◦ π ◦ ϕ1, ϕ ◦ π ◦ ϕ2) ≤ β(π ◦ ϕ1, π ◦ ϕ2) ≤ β(ϕ1, ϕ2).

From Proposition 2.1.5, we know that β(π ◦ ϕ1, π ◦ ϕ2) ≤ β(ϕ1, ϕ2) even for an

arbitrary C∗-algebra B. But, in general, equality may not holds. See example 2.3.2.

The following bounds were first obtained in [KSW08a].
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Corollary 2.3.5. If B is an injective unital C∗-algebra, then β is a metric on CP (A,B)

and
‖ϕ1 − ϕ2‖cb√
‖ϕ1‖cb +

√
‖ϕ2‖cb

≤ β(ϕ1, ϕ2) ≤
√
‖ϕ1 − ϕ2‖cb.

Further, there exists a common representation module E and corresponding GNS-

construction (E, xi) for ϕi such that β(ϕ1, ϕ2) = βE(ϕ1, ϕ2) = ‖x1 − x2‖.

Proof. Suppose π : B → B(G) is a faithful representation of B. Now the first part

follows from Theorem 2.2.3 and Proposition 2.3.4. Also from Theorem 2.2.11 and

Proposition 2.3.4, we have

β(ϕ1, ϕ2) = β(π ◦ ϕ1, π ◦ ϕ2) ≤
√
‖π ◦ ϕ1 − π ◦ ϕ2‖cb =

√
‖ϕ1 − ϕ2‖cb.

Now, from Theorem 2.2.11, we know that there exists a von Neumann A-B(G)-

module F with yi ∈ S(F, π ◦ ϕi) such that ‖y1 − y2‖ = β(π ◦ ϕ1, π ◦ ϕ2). Given b ∈
B, y ∈ F define yb := yπ(b). Under this action, F forms a right B-module, denoted

by E0. Let P : B(G) → π(B) be a completely positive conditional expectation

satisfying P (b1ab2) = b1P (a)b2 for all bi ∈ π(B), a ∈ B(G). Now define a B-valued

semi-inner product on E0 by 〈x1, x2〉′ := π−1P (〈x1, x2〉). Let E be the completion of

the B-valued inner product space E0/N , where N := {x ∈ E0 : 〈x, x〉′ = 0}. Then

E is a Hilbert A-B-module with left action induced by that of A on F . Note that

xi := yi +N ∈ S(E,ϕi), i = 1, 2, are such that

βE(ϕ1, ϕ2) ≤ ‖x1 − x2‖

=
∥∥π−1P (〈y1 − y2, y1 − y2〉)

∥∥ 1
2

≤ ‖y1 − y2‖

= β(π ◦ ϕ1, π ◦ ϕ2)

= β(ϕ1, ϕ2).

Thus β(ϕ1, ϕ2) = βE(ϕ1, ϕ2) = ‖x1 − x2‖.

2.4 Bures distance and a rigidity theorem

Observe that for the identity map on a unital C∗-algebra B the GNS-module is B
itself. Here we show that if a CP-map on a von Neumann algebra B is close to the
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identity map in Bures distance then the GNS-module has a copy of B.

Suppose B ⊆ B(G) is a von Neumann algebra and ϕ : B → B is a CP-map.

Proposition 2.4.1. If (E, x) is the minimal GNS-construction for ϕ, then the following

are equivalent:

(i) The center CB(E) := {y ∈ E : by = yb ∀b ∈ B} contains a unit vector.

(ii) E ∼= B ⊕ F for some von Neumann B-B-module F .

(iii) There exists an element c ∈ B such that the two sided (strongly closed) ideal

generated by c is B, and a CP-map ψ : B → B such that ϕ(b) = c∗bc + ψ(b)

for all b ∈ B.

Proof. (i) ⇒ (ii): Let z ∈ CB(E) be a unit vector. The two sided B-B-module

generated by z is naturally isomorphic to B by bz 7→ b, and let us denote it by Bz.

Then E decomposes as Bz ⊕ (Bz)⊥.

(ii) ⇒ (iii): Without loss of generality, we may take E = B ⊕ F . Then x ∈ E
decomposes as x = c⊕ y with c ∈ B, y ∈ F . Clearly, ϕ(b) = 〈x, bx〉 = c∗bc+ 〈y, by〉,
and we can take ψ(b) = 〈y, by〉 for all b ∈ B. Since B ⊕ F = E = span s BxB =

span s (BcB ⊕ ByB) we have B is the two sided (strongly closed) ideal generated by

c.

(iii) ⇒ (i): Note that the CP-map b 7→ c∗bc is dominated by the CP-map

ϕ, and hence there exists a vector z ∈ E (Proposition 1.6.5) such that c∗bc =

〈z, bz〉 for all b ∈ B. Note that, for elements a, a′, b, d, d′ ∈ B, (acd)∗b(a′cd′) =

d∗(c∗a∗ba′c)d′ = d∗〈z, a∗ba′z〉d′ = 〈azd, ba′zd′〉. It follows that for any element

d in the (strongly closed) ideal generated by c, there exists an element zd ∈ E

such that d∗bd = 〈zd, bzd〉. Taking d = 1, we have an element w ∈ E such that

b = 〈w, bw〉 for all b ∈ B. Observe that w is a unit vector. Direct computation

yields 〈bw − wb, bw − wb〉 = 0, hence w is in the center CB(E).

Theorem 2.4.2. Let ϕ : B → B be a CP-map such that β(id, ϕ) < 1. Let (E, x) be a

GNS-construction for ϕ. Then E ∼= B ⊕ F for some von Neumann B-B-module F .

Proof. Without loss of generality, assume that (E, x) is the minimal GNS-construction

for ϕ. Let ε > 0 be such that β(id, ϕ) + ε < 1. Since the identity map has (B, 1) as

its GNS-construction, from Theorem 2.2.8, there exists z1 = 1⊕0, z2 = c⊕y in B⊕E
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such that ‖z1 − z2‖ ≤ β(id, ϕ)+ε < 1 and ϕ(b) = 〈z2, bz2〉 = c∗bc+ 〈y, by〉. Further,

as ‖1− c‖ ≤ ‖z1 − z2‖ < 1 we note that c is invertible. Therefore the ideal generated

by c is whole of B. Now the result follows from the previous Proposition.

2.5 Some applications of Bures metric

In [Kos83] Kosaki obtained certain expressions for Bures metric between normal

states, which clarify their importance in theoretical physics. According to him (but

in our notation): “When a physical system is described by a von Neumann algebra B,

each self adjoint element b =
∫∞
−∞ λde(λ) in B is considered as an observable. Then,

for a state ϕ on B and a partition R = ∪ni=1Xi (of R into disjoint Borel subsets),

ϕ(pi) =
∫
Xi
dϕ(e(λ)) (with pi =

∫
Xi
de(λ)) is interpreted as the probability that a

measurement of b performed on the system in the state ϕ yields a result lying in Xi.

Thus, β(ϕ1, ϕ2) ≤ ε for a small ε > 0 means that two states ϕ1, ϕ2 give almost similar

measurements for any observable b in the sense that
∑n

i=1(ϕ1(pi)
1
2 − ϕ2(pi)

1
2 )2 ≤ ε2

(for any partition R = ∪ni=1Xi). Therefore, the Bures distance is quite suitable to

describe a distance between two (physical) states”.

In [Hüb92] M. Hubner gives explicit computation of Bures distance for density

matrices. He proves the following theorem: The set of two-dimensional normalized

density matrices equipped with the Bures metric is isometric to one closed half of

the three-sphere with radius 1
2
.

In quantum information theory, a quantum channels(QC) is a communication

channel which can transmit quantum information. Formally, they are trace preserv-

ing CP-maps between spaces of operators. Any QC arises from a unitary evolution

on a larger system. In [KSW08b] D.Kretschmann, D.Schlingemann and R.F.Werner

proved that if two QCs are close in cb-norm, then there exists unitary implementa-

tions which are close in operator norm, and derive a formulation of the information-

disturbance tradeoff in terms of QCs. Also pointed out further implications for

quantum cryptography, thermalization processes, etc.

We consider Theorem 2.4.2 as the most important positive result of this chapter

and we expect that the result will have further applications in the study of CP-maps,

CP-semigroups and the associated product system of Hilbert C∗-modules.
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Chapter 3

Stinespring type theorem for maps between

Hilbert C∗-modules

The question whether given Hilbert C∗-modules are isomorphic or not is always

interesting. Two Hilbert C∗-modules are said to be identical if there exists a unitary

(i.e., surjective isometry) between them. Recall that isometries preserve not only

the inner product but also the module action. Thus isometries are the structure

preserving maps between Hilbert C∗-modules. For a Hilbert C∗-module the C∗-

valued inner product is uniquely determined by the module structure and Banach

space structure. The inner product can be recovered from the norm and the module

structure by

〈x, x〉 = sup
{
φ(x)∗φ(x) : φ : E → B is an B-module map with ‖φ‖ ≤ 1

}
.

Using polarization identity we can get 〈x1, x2〉 for xi ∈ E. See [Lan95, Theorem],

[Ble97a, Theorem 3.1 and 3.2], [Fra97b, Theorem 5]) and [Fra99, Proposition 3.3]

for details.

Often, in applications, we come across Hilbert C∗-modules over different C∗-

algebras and have to consider maps between them. In such situations, we ask what

can replace the notion of isometries and unitaries. Muhly and Solel considered

such cases and proved a generalized version ([MS00, Lemma 5.10]) of Lance-Blecher

theorem: If E is a Hilbert B-module, F is a Hilbert C-module and T : E → F is

a Banach space isometry, and if there exists a ∗-isomorphism π : B → C such that

T (xb) = T (x)π(b), then T satisfies 〈T (x1), T (x2)〉 = π(〈x1, x2〉). That is, T preserves

the inner product up to the ∗-isomorphism π. In [Sol01] Solel asked to what extent it

is possible to recover the C∗-module structure from the Banach space structure only.

More precisely, given an surjective linear norm preserving map T from a Hilbert B-

module E onto a Hilbert C-module F , can we find a ∗-isomorphism π : B → C such

that T (xb) = T (x)π(b)? If we can, then we have 〈T (x1), T (x2)〉 = π(〈x1, x2〉). He

observed that: To say that T preserves the C∗-module structure amounts to saying

that T can be extended to a ∗-isomorphism of A1(E) onto A1(F ). He proved that

if E and F are full, then T can always be extended to an isometry of A1(E) onto
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A1(F ) ([Sol01, Theorem 3.2]).

Linear maps between Hilbert C∗-modules which preserve the inner product up to

a ∗-homomorphism have been studied in different contexts ([TS07, Ske06b, BG02b,

BG03, Brü04, Ara05]). Here we study the theory in a more general case, namely,

we consider maps between Hilbert C∗-modules, possibly over different C∗-algebras,

which preserves inner product up to a (bounded) linear map between the underlying

C∗-algebras. First we determine properties of such maps. We prove that if the map

between the underlying C∗-algebras is bounded linear, then it will be automatically

CP-map on the range ideal and as a consequence the module map on full Hilbert C∗-

modules will be completely bounded. We strengthen B. Asadi’s ([Asa09]) analogue

of Stinespring’s theorem for module maps on Hilbert C∗-modules and illustrate this

with an example.

3.1 Module maps

Suppose E,F are Hilbert C∗-modules over C∗-algebras B, C respectively.

Definition 3.1.1. Let ϕ : B → C be a linear map. A map T : E → F is said to be a

ϕ-map if

〈T (x), T (x′)〉 = ϕ(〈x, x′〉) (∗)

for all x, x′ ∈ E.

If ϕ is a ∗-homomorphism between the C∗-algebras, then T has been called

ϕ-isometry or ϕ-morphism in [TS07, Ske06b, BG02b, BG03]. If C is the alge-

bra of bounded linear operators on a Hilbert space, then they are known as ϕ-

representation in literature ([Asa09, Ara05]). Note that ϕ-isometries arise naturally

when we realise Hilbert C∗-modules as a submodule of the module B(G,H) of

bounded operators between two Hilbert spaces G and H. Such maps are called a

representation of a Hilbert C∗-module in [Ske00, Ara05].

Remark 3.1.2. Suppose ϕ : B → C is a linear map and T : E → F is a ϕ-map.

(i) Then T is automatically linear. This follows because 〈T (x + λx′) − T (x) −
λT (x′), T (x+ λx′)− T (x)− λT (x′)〉 = 0 for all x, x′ ∈ E and λ ∈ C.

66



CHAPTER 3. 3.1. MODULE MAPS

(ii) Suppose ϕ is a ∗-homomorphism. Using polarization identity, one immediately

concludes that T is a ϕ-isometry if and only if 〈T (x), T (x)〉 = ϕ(〈x, x〉) for all

x ∈ E. By calculating the norm of T (xb) − (Tx)ϕ(b) we find that T (xb) =

(Tx)ϕ(b) for all x ∈ E, b ∈ B.

(iii) The inflation Tn : Mn(E) → Mn(F ) of T (i.e., T acting element-wise on

the matrix) is a ϕn-map for the inflation ϕn : Mn(B) → Mn(C) of ϕ. Also

T n : En → F n given by

T n(


x1

...

xn

) :=


T (x1)

...

T (xn)


is a ϕ-map for all n ∈ N.

(iv) If ϕ is bounded linear, then, from (∗), T is bounded linear with ‖T‖ ≤
√
‖ϕ‖.

Also then, T n is bounded linear with ‖T n‖ ≤
√
‖ϕ‖. Since ϕn is bounded (see

[Pau02, Exercise 3.10]) we have Tn is bounded linear with ‖Tn‖ ≤
√
‖ϕn‖ for

all n ≥ 1. But the converse namely, T bounded implies ϕ bounded, may not

be true.

Example 3.1.3. Let H 6= {0} be a Hilbert space with ONB {ei}i∈I . For E we choose

the full Hilbert K(H)-module H∗ (with inner product 〈x′∗, x∗〉 := x′x∗). For F we

choose H. So, B = K(H) and C = C. Let T be the transpose map with respect

to the ONB. That is, T sends the “row vector” xt =
∑

i xie
∗
i in E to the “column

vector” x = (xt)t =
∑

i xiei in F . Of course, ‖T‖ = 1.

A linear map ϕ : K(H) → C turning T into a ϕ-map, would send eie
∗
j to

ϕ(eie
∗
j) = ϕ(〈e∗i , e∗j〉) = 〈T (e∗i ), T (e∗j)〉 = 〈ei, ej〉 = δi,j. So, on F(H) the map

ϕ is bound to be the (non-normalized) trace Tr(·) :=
∑

i〈ei, (·)ei〉. Recall that

‖Tr‖ = dimH. This shows several things:

(i) Suppose H is infinite-dimensional. Then ϕ cannot be bounded. Since positive

maps are bounded, there cannot be whatsoever positive map ϕ turning T into

a ϕ-map. (Of course, we can extend ϕ = Tr by brute-force linear algebra from

F(E) to K(E), so that T is still a ϕ-map with unbounded and nonpositive ϕ.)

(ii) Suppose H is n-dimensional (so that, in particular, K(H) = Mn(C) is uni-

tal). The column vector x∗n in H∗n with entries e∗1, · · · , e∗n has square mod-

ulus 〈x∗n, x∗n〉 =
∑n

i=1 eie
∗
i . So, ‖x∗n‖ =

√
‖
∑n

i=1 eie
∗
i ‖ = 1. However, the
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norm of the column vector yn with entries T (e∗1) = e1, · · · , T (e∗n) = en is√∑n
i=1〈ei, ei〉 =

√
n. Since Mn(H∗) ⊃ Mn,1(H∗) = H∗n, we find ‖T‖cb ≥

‖Tn‖ ≥
√
n. Thus ‖T‖ = 1 6= ‖T‖cb for n ≥ 2. (From theorem 3.1.5, we can

have, ‖T‖cb ≤
√
‖ϕ‖ =

√
n. Therefore, ‖T‖cb =

√
n.)

Lemma 3.1.4. Let ϕ : B → C be a bounded linear map fulfilling (∗) for some map

T : E → F . Then ϕ is positive on BE.

Proof. Let 0 ≤ bb∗ ∈ BE. We prove that ϕ(bb∗) ≥ 0. Let {bα}α∈Λ be an approximate

unit for BE consisting of elements bα =
∑nα

i=1〈xαi , yαi 〉 ∈ BE. Defining the elements

xα ∈ Enα with entries xαi and, similarly, yα, we get bα = 〈xα, yα〉. Let aα ∈ K(Enα)

be the positive square root of the rank-one operator xαbb
∗x∗α = (xαb)(xαb)

∗. Since

T nα : Enα → F nα is a ϕ-map we get,

ϕ(b∗αbb
∗bα) = ϕ(〈yα, xα〉bb∗〈xα, yα〉)

= ϕ(y∗αxαbb
∗x∗αyα)

= ϕ(y∗αa
2
αyα)

= ϕ(〈aαyα, aαyα〉)

= 〈T nα(aαyα), T nα(aαyα)〉

≥ 0.

Since b∗αbb
∗bα −→ bb∗ in norm, and since ϕ is bounded, we get ϕ(bb∗) ≥ 0.

Theorem 3.1.5. Suppose E is a full Hilbert B-module and ϕ : B → C is a bounded

linear map. If T : E → F is a ϕ-map, then ϕ is completely positive. Moreover, T

is completely bounded with ‖T‖cb =
√
‖ϕ‖.

Proof. Since ϕn is bounded and Tn is a ϕn-map, from Remark 3.1.2 and Lemma

3.1.4, ϕn is positive on Mn(B) = Mn(BE) for all n ∈ N. Thus ϕ is a CP-map. Also

since ‖Tn‖2 ≤ ‖ϕn‖ ≤ ‖ϕ‖cb = ‖ϕ‖ for all n ≥ 1, we get ‖T‖cb ≤
√
‖ϕ‖.

To prove the reverse inequality assume that ε > 0. Let bb∗ be in the unit ball of

B such that ‖ϕ‖ ≤ ‖ϕ(bb∗)‖+ ε
2
. Choose bα, xα, yα and aα as in the proof of Lemma
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3.1.4. Set zα = aαyα ∈ Enα . Then

〈zα, zα〉 = 〈yα, xαbb∗x∗αyα〉 =
〈
〈xα, yα〉, bb∗〈xα, yα〉

〉
= b∗αbb

∗bα −→bb∗.

Hence

‖〈T nα(zα), T nα(zα)〉 − ϕ(bb∗)‖ = ‖ϕ(〈zα, zα〉)− ϕ(bb∗)‖

≤ ‖ϕ‖ ‖〈zα, zα〉 − bb∗‖

−→ 0,

and so, ‖〈T nα(zα), T nα(zα)〉‖ −→ ‖ϕ(bb∗)‖. Choose n = nα0 such that ‖ϕ(bb∗)‖− ε
2
≤

‖〈T n(zα0), T
n(zα0)〉‖. Note that ‖zα0‖

2 = ‖〈zα0 , zα0〉‖ =
∥∥b∗α0

bb∗bα0

∥∥ ≤ ‖bα0‖
2 ‖bb∗‖ ≤

1. Then

‖ϕ‖ ≤ ‖ϕ(bb∗)‖+
ε

2

≤ ‖〈T n(zα0), T
n(zα0)〉‖+

ε

2
+
ε

2

≤ ‖T n‖2 ‖zα0‖
2 + ε

≤ ‖T‖2
cb + ε.

By letting ε −→ 0 we get ‖ϕ‖ ≤ ‖T‖2
cb.

Remark 3.1.6. Suppose ϕ : B → C is linear and T : E → F is a ϕ-map. If BE is

unital, then by considering E as a BE-module, from Proposition 1.1.11, there exists

x = (x1, · · · , xn)t ∈ En such that 〈x, x〉 = 1. Then for b ∈ BE,

ϕ(b∗b) = ϕ(b∗〈x, x〉b) = ϕ(
∑
i

〈xib, xib〉) =
∑
i

〈T (xib), T (xib)〉 ≥ 0.

Thus ϕ is positive (and hence bounded) on BE. From Theorem 3.1.5, ϕ : BE → C
is a CP-map. Thus if E is full module over a unital C∗-algebra B and (∗) holds for

some map T : E → F and ϕ : B → C linear, then ϕ is bounded automatically and

hence also CP.

It is, in general, not true that ‖T‖cb = ‖T‖, not even if B and C are unital. See

example 3.1.3. It is true, if E has a unit vector x. For, then E is full and hence

‖T‖cb ≤
√
‖ϕ‖ =

√
‖ϕ(1)‖ =

√
‖ϕ(〈x, x〉)‖ =

√
‖〈T (x), T (x)〉‖ ≤ ‖T‖ .
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3.2 Stinespring type theorem for module maps

In this section we discuss a structure theorem for ϕ-maps for the special case when

ϕ is a CP-map from a unital C∗-algebra A into the algebra B(H1) of bounded linear

maps on a Hilbert space H1. In [Asa09], Asadi presented a theorem, which looks like

Stinespring’s theorem, for ϕ-maps T from a Hilbert A-module E into the Hilbert

B(H1)-module F = B(H1, H2), where H2 is another Hilbert space.

Theorem 3.2.1 ([Asa09]). Suppose ϕ : A → B(H1) is a unital CP-map and T :

E → B(H1, H2) is a ϕ-map with the additional property T (x0)T (x0)∗ = idH2 for

some x0 ∈ E. Then there exist Hilbert spaces K1, K2, isometries V : H1 → K1,

W : H2 → K2, a ∗-homomorphism π : A → B(K1) and a π-representation S : E →
B(K1, K2) such that ϕ(a) = V ∗π(a)V and T (x) = W ∗S(x)V for all x ∈ E, a ∈ A.

The proof of this Theorem as given in [Asa09] is erroneous as the sesquilinear

form defined there on E ⊗ H2 is not positive definite. This can be fixed by inter-

changing the indices i, j in the definition of this form. However such a modification

yields a ‘nonminimal’ representation. Moreover, the technical condition to have

T (x0)T (x0)∗ = idH2 for some x0 ∈ E is completely unnecessary.

Here we strengthen this result by removing the technical condition of Asadi’s

theorem. We also remove the assumption of unitality on maps under consideration.

Further we prove uniqueness up to unitary equivalence for minimal representations,

which is an important ingredient of structure theorems like GNS-theorem and Stine-

spring’s theorem. Now the result looks even more like Stinespring’s theorem.

Theorem 3.2.2. Suppose ϕ : A → B(H1) is a CP-map and T : E → B(H1, H2) is a

ϕ-map. Then there exists a pair of triples (K1, π, V ) and (K2, S,W ), where

(i) K1 and K2 are Hilbert spaces;

(ii) π : A → B(K1) is a unital ∗-homomorphism and S : E → B(K1, K2) is a

π-representation;

(iii) V : H1 → K1 and W : H2 → K2 are bounded linear operators such that

ϕ(a) = V ∗π(a)V and T (x) = W ∗S(x)V for all a ∈ A, x ∈ E.

Proof. We prove the theorem in two steps.
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Step 1: Existence of K1, π and V : This is the content of Stinespring’s theorem

([Pau02, Theorem 4.1]). In fact we can choose a minimal Stinespring representation

(K1, π, V ) for ϕ. That is, K1 = span π(A)V H1.

Step 2: Construction of K2, S and V : Let K2 := span T (E)H1. For x ∈ E, define

S(x) : span π(A)V H1 → K2 by

S(x)
(
π(a)V h

)
:= T (xa)h, ∀ a ∈ A, h ∈ H1.

Since

∥∥S(x)
( n∑
i=1

π(ai)V hi
)∥∥2

=
〈∑

i

T (xai)hi,
∑
j

T (xaj)hj

〉
=
∑
i,j

〈
hi,
〈
T (xai), T (xaj)

〉
hj

〉
=
∑
i,j

〈
hi, ϕ(〈xai, xaj〉)hj

〉
=
∑
i,j

〈
hi, V

∗π(a∗i 〈x, x〉aj)V hj
〉

=
〈∑

i

π(ai)V hi, π(〈x, x〉)(
∑
j

π(aj)V hj)
〉

≤
∥∥π(〈x, x〉)

∥∥∥∥ n∑
i=1

π(ai)V hi
∥∥2

≤
∥∥x∥∥2∥∥ n∑

i=1

π(ai)V hi
∥∥2
,

S(x) is well defined and bounded. Hence it can be extended to whole of K1. This

gives the required S : E → B(K1, K2). To prove that S is a π-representation, let

x, y ∈ E, ai, a′i ∈ A, hi, h′i ∈ H1, i = 1, 2, . . . n, n ∈ N. Then〈 n∑
i=1

π(ai)V hi, S(x)∗S(y)(
n∑
j=1

π(a′j)V h
′
j)
〉

=
〈∑

i

T (xai)hi,
∑
j

T (ya′j)h
′
j

〉
=
〈 n∑
i=1

π(ai)V hi, π(〈x, y〉)
( n∑
j=1

π(a′j)V h
′
j

)〉
.

Thus S(x)∗S(y) = π(〈x, y〉) on the dense set span π(A)V H1 and hence they are

equal on K1. Note that K2 ⊆ H2. Let W := PK2 , the orthogonal projection onto

K2. Then W ∗ : K2 → H2 is the inclusion map. Hence WW ∗ = idK2 . That is W

is a co-isometry. Now for x ∈ E and h ∈ H1, we have W ∗S(x)V h = S(x)V h =
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S(x)(π(1)V h) = T (x)h.

Definition 3.2.3. Let ϕ and T be as in Theorem 3.2.2. We say that a pair of triples(
(K1, π, V ), (K2, S,W )

)
is a Stinespring representation for (ϕ, T ) if the conditions

(i)-(iii) of Theorem 3.2.2 are satisfied. Such a representation is said to be minimal

if K1 = span π(A)V H1 and K2 = span S(E)V H1.

Remark 3.2.4. The pair
(
(K1, π, V ), (K2, S,W )

)
obtained in the proof of Theorem

3.2.2 is a minimal representation for (ϕ, T ).

Theorem 3.2.5. Let ϕ and T be as in Theorem 3.2.2. Let
(
(K1, π, V ), (K2, S,W )

)
and

(
(K ′1, π

′, V ′), (K ′2, S
′,W ′)

)
be two minimal representations for (ϕ, T ). Then

there exist unitary operators U1 : K1 → K ′1 and U2 : K2 → K ′2 such that

(i) U1V = V ′, U1π(a) = π′(a)U1 and

(ii) U2W = W ′, U2S(x) = S ′(x)U1.

That is, the following diagram commutes, for a ∈ A and x ∈ E.

H1 K1 K1 K2 H2

K ′1 K ′1 K ′2

V π(a) S(x) W

V ′
U1 U1 U2

W ′

π′(a) S′(x)

Proof. Define U1 : span π(A)V H1 → span π′(A)V ′H1 by U1(π(a)V h) := π′(a)V ′h

for all a ∈ A, h ∈ H1, which can be seen to be an onto isometry and the unitary

extension of this is the required map U1 : K1 → K2 ([Pau02, Theorem 4.2]). Now

define U2 : span S(E)V H1 → span S ′(E)V ′H1 by U2(S(x)V h) := S ′(x)V ′h for all

x ∈ E, h ∈ H1. Consider

∥∥ n∑
i=1

S ′(xi)V
′hi
∥∥2

=
〈∑

i

S ′(xi)V
′hi,
∑
j

S ′(xj)V
′hj

〉
=
∑
i,j

〈
hi, V

′∗〈S ′(xi), S ′(xj)〉V ′hj〉
=

n∑
i,j=1

〈
hi, V

′∗π′(〈xi, xj〉)V ′hi
〉
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=
n∑

i,j=1

〈
hi, ϕ(〈xi, xj〉)hi

〉
=

n∑
i,j=1

〈
hi, V

∗π(〈xi, xj〉)V hj
〉

=
∥∥ n∑
i=1

S(xi)V hi
∥∥2
.

Thus U2 is well defined and an isometry and can be extended to whole of K2, call

the extension U2 itself, and being onto it is a unitary. Since
(
(K1, π, V ), (K2, S,W )

)
and

(
(K ′1, π

′, V ′), (K ′2, S
′,W ′)

)
are representations for (ϕ, T ), it follows that T (x) =

W ∗S(x)V = W ′∗S ′(x)V ′ = W ′∗U2S(x)V and hence (W ∗−W ′∗U2)S(x)V = 0. Since

span S(E)V H1 = K2, it follows that W ∗ −W ′∗U2 = 0, that is, U2W = W ′. As S is

a π-representation and S ′ is a π′-representation, it can be shown that

U2S(x)
( n∑
i=1

π(ai)V hi
)

=
∑
i

U2S(xai)V hi

=
∑
i

S ′(xai)V hi

=
∑
i

S ′(x)π′(a)V ′hj

= S ′(x)U1

( n∑
i=1

π(ai)V hi
)
,

for all x ∈ E, ai ∈ A, h ∈ H1, 1 ≤ i ≤ n, n ∈ N, concluding U2S(x) = S ′(x)U1.

Remark 3.2.6. Let
(
(K1, π, V ), (K2, S,W )

)
be a Stinespring representation for (ϕ, T ).

If ϕ is unital, then V is an isometry. If the representation is minimal, then W is a

co-isometry by the proof of Theorem 3.2.2 and Theorem 3.2.5(ii). Conversely if W

is a co-isometry, then T (·) := W ∗S(·)V defines a ϕ-map where ϕ(·) = V ∗π(·)V .

Example 3.2.7. Let A = M2(C), H1 = C2, H2 = C8 and E = A⊕A. Let b =

[
1 1

2

1
2 1

]
.

Define ϕ : A → B(H1) by ϕ(a) = a◦b, for all a ∈ A, here ◦ denote the Schur product.

As b is positive, ϕ is a CP-map (see [Pau02, Theorem 3.7]). Let b1 =

 1√
2

0

0 1√
2

 and

b2 =

 1√
2

0

0 − 1√
2

. Let K1 = C4 and K2 = H2. Define T : E → B(H1, H2) and
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S : E → B(K1, K2) by

T (a1 ⊕ a2) :=



√
3√
2
a1b1

√
3√
2
a2b1

1√
2
a1b2

1√
2
a2b2


, S(a1 ⊕ a2) :=


a1 0

a2 0

0 a1

0 a2

 ∀ a1, a2 ∈ A.

It can be verified that T is a ϕ-map. Define V : H1 → K1 and π : A → B(K1) by

V =

√3√
2
b1

1√
2
b2

 , π(a) =

[
a 0

0 a

]
∀ a ∈ A.

Clearly S is a π-representation and T (a1⊕ a1) = W ∗S(a1⊕ a2)V , where W = idH2 .

This example illustrates Theorem 3.2.2. Note that in this example, there does

not exists an x0 ∈ E with the property that T (x0)T (x0)∗ = idH2 , which is an

assumption in Theorem 3.2.1.

3.3 Recent developments

In [Joi11] M. Joita gave a covariant version of Theorem 3.2.2 and using that proved

a Radon-Nikodym type theorem for ϕ-maps (where ϕ is CP) on Hilbert C∗-modules

(see [Joi12]). In [Pli12] M. Pliev proved an analogue of Theorem 3.2.2 for a finite

family of maps on Hilbert C∗-modules. In [HJ11] Heo and Ji studied semigroups,

called ϕ-quantum dynamical semigroup, of ϕ-maps on Hilbert C∗-modules. The re-

construction theorem for quantum stochastic processes from a pair (ϕt, Tt) of families

of such maps is investigated.

M. Skeide proved a very generalized version of Theorem 3.2.2. We state the

result here for further use and also for the completeness of this chapter.

Theorem 3.3.1 ([Ske12]). Let E and F be Hilbert C∗-modules over unital C∗-algebras

B and C, respectively. Then for every linear map T : E → F the following conditions

are equivalent:

(i) T is a ϕ-map for some CP-map ϕ : B → C.

(ii) There exists a pair (F, ζ) of a B-C-correspondence F and a vector ζ ∈ F, and
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there exists an isometry v : E � F → F such that T (x) = v(x � ζ) for all

x ∈ E.

This factorization theorem helped a lot in further studies of ϕ-maps. Some of

them we discuss in the next Chapter. Motivated by the work of Tabadkan-Skeide

([TS07]), Bakic-Guljas ([BG02b]) and Solel ([Sol01]) one may ask which maps be-

tween Hilbert C∗-modules allows for a CP-extension to a map acting blockwise

between the associated (extended) linking algebras. In next chapter we investigate

in particular those CP-extendable maps where the 22-corner of the extension can be

chosen to be a ∗-homomorphism. We show that they coincide with the maps con-

sidered by Asadi ([Asa09]), Bhat-Ramesh-Sumesh ([BRS12]) and Skeide ([Ske12]).
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Chapter 4

CP-H-extendable maps between Hilbert

C∗-modules

In the previous Chapter we have seen that if ϕ is a bounded linear map and T :

E → F is a ϕ-map, then ϕ is CP on BE. In this Chapter we find a criteria

that tells us when a map T : E → F is a ϕ-map for some CP-map ϕ without

knowing ϕ, just by looking at T . The case, when a possible ϕ is required to be

a ∗-homomorphism has been resolved by Tabadkan and Skeide ([TS07]). For full

E, [TS07, Theorem 2.1] asserts: T is a ϕ-map for some ∗-homomorphism ϕ if and

only if T is linear[i] and fulfills T
(
x1〈x2, x3〉

)
= T (x1)

〈
T (x2), T (x3)

〉
, that is, if T

is a ternary homomorphism. Another equivalent criterion is that T extends as a

∗-homomorphism [
ϕ T ∗

T ϑ

]
:

[
B E∗

E K(E)

]
→
[
C F ∗

F K(F )

]
acting blockwise between the linking algebras of E and of F . We would call such

maps H-extendable.

It is always a good idea to look at properties of Hilbert C∗-modules in terms

of properties of their linking algebras. (For instance, recall that, Skeide [Ske00] de-

fined a Hilbert C∗-module E over a von Neumann algebra to be a von Neumann

module if its extended linking algebra is a von Neumann algebra in a canonically

associated representation.) Likewise, it is a good idea to look at properties of maps

between Hilbert C∗-modules in terms of how they may be extended to blockwise

maps between their linking algebras. (For instance, many maps between von Neu-

mann modules are σ-weakly continuous if and only if they allow for a normal (that

is, order continuous) blockwise extension to a map between the linking algebras.)

In addition to the usual linking algebra of a Hilbert C∗-module, it is sometimes

useful to look at the reduced linking algebra or at the extended linking algebra. It

would be tempting to see if ϕ-maps (where ϕ is CP) are precisely the CP-extendable

maps, that is, maps that allow for some blockwise CP-extension between some sort

[i]We should emphasize that, contrary to the statement in [TS07], linearity of T cannot be
dropped. The map T : E → C defined as T (x) = 1 is a counter example. Indeed, without linearity,
the map ϕ defined in the proof of [TS07, Theorem 2.1] is a well-defined multiplicative ∗-map; but
it may fail to be linear.
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of linking algebras. Unfortunately, this is not so: There are more CP-extendable

maps than ϕ-maps; see Section 4.3. We, therefore, strongly object to use the name

CP-maps between Hilbert C∗-modules as meaning ϕ-maps (where ϕ is CP), which

was proposed recently by several authors; see, for instance, [HJ11] or [Joi12].

But if CP-extendable is not the right condition, what is the right condition?

And what is the right “intrinsic condition” replacing the ternary condition for ϕ-

isometries?

4.1 CP-H-extendable maps

Through out this section we assume that E and F are Hilbert C∗-modules over

C∗-algebras B and C, respectively. Also for a linear map T : E → F we let FT :=

spanT (E)C.
As a main result of this Section we prove the following theorem.

Theorem 4.1.1. Suppose E is a full Hilbert B-module. Then for a linear map T :

E → F the following conditions are equivalent:

1. There exists a (unique) CP-map ϕ : B → C such that T is a ϕ-map.

2. T extends to a blockwise CP-map T =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→

[
C F ∗T

FT Ba(FT )

]
with ϑ a ∗-homomorphism.

3. T is a CB-map and FT can be turned into a Ba(E)-C-correspondence in such a

way that T is left Ba(E)-linear, i.e., T (ax) = aT (x) for all x ∈ E, a ∈ Ba(E).

4. T is a CB-map fulfilling〈
T (x1), T (x2〈x3, x4〉)

〉
=
〈
T (x3〈x2, x1〉), T (x4)

〉
. (∗∗)

for all xi ∈ E, i = 1, · · · , 4.

A more readable version of (∗∗) is
〈
T (x1), T (x2x

∗
3x4)

〉
=
〈
T (x3x

∗
2x1), T (x4)

〉
.

This quaternary condition is the intrinsic condition we were seeking, and which

generalizes the ternary condition guaranteeing that T is a ϕ-isometry.

Observation 4.1.2. While proving the theorem we will make the following observa-

tions.
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(i) The homomorphism ϑ in (2) coincides with the left action in (3); see Remark

4.1.10.

(ii) It is routine to show that (∗∗) defines a nondegenerate action of F(E). So, the

same argument also shows that (3) and (4) are equivalent.

(iii) Clearly, Example 3.1.3(i) shows that the condition on T to be completely

bounded in (3) and (4), may not be dropped. However, if E is full over a

unital C∗-algebra, then T just linear is sufficient; see Observation 4.1.15 .

Remark 4.1.3. It should be noted that the CP-map ϕ in (2) need not coincide with

the map ϕ in (1) making T a ϕ-map. We can add an arbitrary CP-map from B → C
to the latter.

Remark 4.1.4. Unlike for ϕ-isometries, for more general ϕ-maps the ∗-homomorphism

ϑ in (2) will only rarely map K(E) into K(FT ). So, in (2) it is forced that we pass to

the extended linking algebras. Also considerations about the strict topology cannot

be avoided completely.

Remark 4.1.5. We already know that a ϕ-map T is linear, so linearity of T may be

dropped from (1). But the example in Footnote [i] shows that linearity cannot be

dropped from (4), not even if T fulfills the stronger ternary condition. Linearity

may be dropped from (3), if E contains a unit vector ξ, for in that case we have

T (x) = T (xξ∗ξ) = (xξ∗)T (ξ), which is linear in x. However, linearity of T cannot

be dropped from (4) even if E is a full module over a unital B.

Proof of Theorem 4.1.1

We shall follow the order (1) ⇒ (2) ⇒ (3) ⇒ (1) and (3)⇔(4). In Section 4.3,

we present an alternative direct proof of (2) ⇒ (1), which avoids using arguments

originating in operator spaces as involved in the proof (3) ⇒ (1). Since we also

wish to make comments on the mechanisms of some steps or how parts of the proof

are applicable in more general situations, we put each of the steps into an own

subsection and indicate by “2�” where the part specific to Theorem 4.1.1 ends.
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Proof of (1) implies (2)

Case 1: We first consider the case where B and C are unital, but without requiring

that E is full. So let ϕ : B → C be a CP-map between unital C∗-algebras, and

let T : E → F be a ϕ-map from an arbitrary Hilbert B-module E to a Hilbert

C-module F . Note that, in this case, the extended linking algebras of E and F

equals Ba(B ⊕ E) and Ba(C ⊕ F ), respectively.

Suppose (F, ζ) is the minimal GNS-construction for ϕ. Define v : E�F → F by

x� (bζc) 7→ T (xb)c. Since 〈x� ξ, x′� ξ〉 =
〈
ξ, 〈x, x′〉ξ

〉
= ϕ(〈x, x′〉) = 〈T (x), T (x′)〉

the map v defines an isometry. Note that, T factors as T (·) = v
(
(·) � ζ

)
. (We

just have reproduced the proof of the “only if” direction of the theorem in [Ske12].)

Now, v is obviously a unitary onto FT . So ϑ(·) := v
(
(·) � idF

)
v∗ defines a (unital

and strict) ∗-homomorphism from Ba(E) → Ba(FT ). Identifying F with Ba(C,F)

via y 7→ (ly : c 7→ yc) and identifying B �F with F via b� y 7→ by, we may define a

map

Ξ :=

[
ζ 0

0 v∗

]
∈ Ba(

(
C
FT

)
,

(
B � F

E � F

)
) = Ba(

(
C
FT

)
,

(
B
E

)
� F).

Obviously, the map T : Ba(B ⊕ E)→ Ba(C ⊕ FT ) defined by T(·) := Ξ∗
(
(·)� idF

)
Ξ

is completely positive. Also for all

[
b x∗

x′ a

]
∈ Ba(B ⊕ E) we have,

T(

[
b x∗

x′ a

]
) =

[
ζ∗ 0

0 v

]([
b x∗

x′ a

]
� idF

)[
ζ 0

0 v∗

]

=

[
ζ∗ 0

0 v

][
b� idF x∗ � idF
x′ � idF a� idF

][
ζ 0

0 v∗

]

=

[
ζ∗(b� idF)ζ ζ∗(x∗ � idF)v∗

v(x′ � idF)ζ v(a� idF)v∗

]

=

[
ζ∗(b� idF)ζ (v(x� ζ))∗

v(x′ � ζ) v(a� idF)v∗

]
.

Thus T =

[
ϕ T ∗

T ϑ

]
, where T ∗(x∗) := T (x)∗, is a blockwise CP-map. This proves

(1)⇒(2) for unital C∗-algebras but not necessarily full E.

Case 2: Now suppose B is not necessarily unital. Nonunital C may always be

“repaired” by appropriate use of approximate units. The following is folklore.
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Lemma 4.1.6. If ϕ : B → C is a CP-map, then the map ϕ̃ : B̃ → C̃ between the

unitalizations of B and C, defined by

ϕ̃|B := ϕ, ϕ̃(1̃) := ‖ϕ‖ 1̃,

is a CP-map.

Proof. Denote by δ : B̃ → C the unique character vanishing on B, and choose a

contractive approximate unit {bα}α∈Λ for B. Then the maps

ϕα(·) := ϕ
(
b∗α(·)bα

)
+
(
‖ϕ‖ 1̃− ϕ(b∗αbα)

)
δ(·)

are CP-maps (as sum of CP-maps) and converge point-wise to ϕ̃. Therefore, ϕ̃ is a

CP-map.

Note that, E and F are modules over the unitalizations too, with x1B :=

x, y1C := y for all x ∈ E, y ∈ F . Also T : E → F is a ϕ̃-map. Since in the

first part E was not required full, we may apply the result to get the blockwise CP-

extension T̃ :

[
B̃ E∗

E Ba(E)

]
→
[
C̃ F ∗

F Ba(F )

]
of T , which restricts to the desired CP-map

T. This concludes the proof (1) ⇒(2). 2�

Definition 4.1.7. A linear map T : E → F is said to be CP-H-extendable if it ex-

tends to a blockwise CP-map T =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→

[
C F ∗T

FT Ba(FT )

]
with ϑ a

∗-homomorphism.

Observation 4.1.8. Obviously, the proof shows that the conclusion (1)⇒(2) holds in

general, even if E is not full. Thus all ϕ-maps are CP-H-extendable.

Proof of (2) implies (3)

Let T : E → F be a linear map from a Hilbert B-module E to a Hilbert C-module F .

Suppose we find a CP-map ϕ : B → C and a ∗-homomorphism ϑ : Ba(E)→ Ba(FT )

such that T =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→

[
C F ∗T

FT Ba(FT )

]
is a CP-map. Since T preserves

adjoint T ∗ : E∗ → F ∗ should be the map x∗ 7→ T (x)∗. Also being the corner of a
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CP-map T is a CB-map.

Lemma 4.1.9. Let θ : B → C be a CP-map between C∗-algebras B and C. Suppose

A ⊂ B is a C∗-subalgebra of B with unit 1A such that the restriction ϑ := θ|A of θ

to A is a ∗-homomorphism. Then

θ(ab) = ϑ(a)θ(1Ab), θ(ba) = θ(b1A)ϑ(a)

for all a ∈ A and b ∈ B.

Proof. Assume that B and C are unital. (Otherwise, unitalize as explained in Lemma

4.1.6 and observe that also the unitalization θ̃ fulfills the hypotheses for A ⊂ B̃ with

the same ϑ. If the statement is true for θ̃, then so it is for θ = θ̃|B.) Let (F, ζ)

denote the GNS-construction for θ. Then for all a ∈ A, by the stated properties,〈
aζ − 1Aζϑ(a), aζ − 1Aζϑ(a)

〉
= 〈ζ, a∗aζ〉 − 〈ζ, a∗ζ〉ϑ(a)− ϑ(a∗)〈ζ, aζ〉+ ϑ(a∗)〈ζ, 1Aζ〉ϑ(a)

= θ(a∗a)− θ(a∗)ϑ(a)− ϑ(a∗)θ(a) + ϑ(a∗)θ(1A)ϑ(a)

= 0,

since θ|A = ϑ. Thus aζ = 1Aζϑ(a) and hence

θ(ab) = 〈ζ, abζ〉 = 〈a∗ζ, 1Abζ〉 = ϑ(a)〈1Aζ, 1Abζ〉 = ϑ(a)θ(1Ab)

and θ(ba) = θ(a∗b∗)∗ = θ(b1A)ϑ(a) for all a ∈ A, b ∈ B.

By applying Lemma 4.1.9 to the CP-map T :

[
B E∗

E Ba(E)

]
→

[
C F ∗T

FT Ba(FT )

]
with

the subalgebra A =

[
0 0

0 Ba(E)

]
3
[

0 0

0 idE

]
= 1A, we get

[
0 0

T (ax) 0

]
= T

([0 0

0 a

][
0 0

x 0

])
=

[
0 0

0 ϑ(a)

]
T
([0 0

x 0

])
=

[
0 0

ϑ(a)T (x) 0

]
.

Thus T (ax) = ϑ(a)T (x) for all x ∈ E, a ∈ Ba(E). In other words ϑ defines a left

action of Ba(E) on FT with respect to which T is left Ba(E)-linear. This proves (2)

⇒ (3). 2�
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Remark 4.1.10. Suppose ϑ′ is any other left action of Ba(E) on FT with respect to

which T is left Ba(E)-linear. Then ϑ′(a)T (x) = T (ax) = ϑ(a)T (x) for all x ∈ E,

hence ϑ′(a) = ϑ(a) for all a ∈ Ba(E). Thus ϑ in (2) coincides with the left action in

(3). In fact, since, the set T (E) generates the Hilbert C-module FT , the left action

in (3) (and, consequently, also ϑ in (2)) is uniquely determined by (xy∗)T (z) =

T (xy∗z). This formula shows that F(E) act nondegenerately on FT , so there is

a unique extension to all of Ba(E). Moreover, this unique extension is strict and

unital (Proposition 1.3.10).

Observation 4.1.11. Here also we did not require that E is full. So (2) ⇒ (3) is true

for all CP-H-extendable maps.

Proof of (3) if and only if (4)

Clearly (3)⇒(4). Now, suppose T : E → F is a bounded linear map satisfying (∗∗).
Then for all a =

∑n
i=1 x

′
ix
∗
i ∈ F(E) and x, x′ ∈ E we have〈

T (ax), T (x′)
〉

=
∑〈

T (x′ix
∗
ix), T (x′)

〉
=
∑〈

T (x), T (xix
′∗
i x
′)
〉

=
〈
T (x), T (a∗x′)

〉
.

Also if K(E) 3 a = lim an with an ∈ F(E), then, since T is bounded,〈
T (ax), T (x′)

〉
= lim

〈
T (anx), T (x′)

〉
= lim

〈
T (x), T (a∗nx

′)
〉

=
〈
T (x), T (a∗x′)

〉
.

Now for each a ∈ K(E) define π(a) : T (E)→ T (E) by T (x) 7→ T (ax). Note that if

T (x) = T (x′), then〈
π(a)T (x)− π(a)T (x′), π(a)T (x)− π(a)T (x′)

〉
=
〈
T (ax), T (ax)

〉
−
〈
T (ax), T (ax′)

〉
−
〈
T (ax′), T (ax)

〉
+
〈
T (ax′), T (ax′)

〉
=
〈
T (x), T (a∗ax)

〉
−
〈
T (x), T (a∗ax′)

〉
−
〈
T (x′), T (a∗ax)

〉
+
〈
T (x′), T (a∗ax′)

〉
=
〈
T (x)− T (x′), T (a∗ax)

〉
−
〈
T (x)− T (x′), T (a∗ax′)

〉
= 0

and hence π(a)T (x) = π(a)T (x′). Thus π(a) is well defined for all a ∈ K(E).

Clearly
〈
π(a)T (x), T (x′)

〉
=
〈
T (x), π(a∗)T (x′)

〉
and π(a)π(a′) = π(aa′) for all

x, x′ ∈ E, a, a′ ∈ K(E). Then from Lemma 1.4.4 and Lemma 1.4.5 we get a

∗-homomorphism π : K(E) → Ba(FT ). Since span π(F(E))FT = FT we have π
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is nondegenerate. Then, by Proposition 1.3.10, it further extends uniquely to a

strict unital ∗-homomorphism, denote again by π, from Ba(E) → Ba(FT ). Since

K(E) is strictly dense in Ba(E) the extension π satisfies π(a)T (x) = T (ax) for all

a ∈ Ba(E), x ∈ E. Thus π defines a left action of Ba(E) on FT such that T is left

Ba(E)-linear. This proves (4)⇒(3). 2�

Proof of (3) implies (1)

Given a CB-map T : E → F and a left action of Ba(E) on FT such that aT (x) =

T (ax) for all x ∈ E, a ∈ Ba(E), our scope is to define ϕ by (∗). So, in this part it

is essential that E is full. We will show that the hypotheses of (3), which showed

already to be necessary, are also sufficient.

Suppose E is a full Hilbert B-module. Now if there exists a map ϕ such that T

is a ϕ-map, then ϕ appears to be the unique map 〈x, x′〉 7→ 〈T (x), T (x′)〉. Since T

is left Ba(E)-linear the map 〈x, x′〉 7→ 〈T (x), T (x′)〉 is balanced[j] over Ba(E). We

prove that the map ϕ assigning the value 〈T (x), T (x′)〉 ∈ CFT = F ∗T �Ba(FT ) FT to

each element 〈x, x′〉 ∈ BE = E∗�Ba(E)E is a well defined bounded linear map. Once

ϕ is bounded, Theorem 3.1.5 asserts that ϕ is completely positive.

The proof of boundedness can be done by appealing to the module Haagerup ten-

sor product and Blecher’s result (Theorem 1.5.19) that the internal tensor product

of correspondences is completely isometrically the same as their module Haagerup

tensor product. Note that F ∗T �Ba(FT ) FT ⊆ F ∗ �Ba(F ) F . And if F is a correspon-

dence making T left Ba(E)-linear, then, by definition of left Ba(E)-linear, FT is a

correspondence making T left Ba(E)-linear, too. (Also strictness does not play any

role here.) So, it does not really matter if we require the property in (3) for FT or

for F , because the latter implies the former. So, let F be a Ba(E)-C-correspondence

such that T is left Ba(E)-linear. Then, T ∗ := ∗ ◦ T ◦ ∗ is a right Ba(E)-linear map

for the corresponding Ba(E)-module structures of E∗ and F ∗. (Note that E∗ is the

dual Hilbert Ba(E)-module of E with inner product 〈x′∗, x∗〉 = x′x∗. But F ∗ is not

a Hilbert Ba(E)-module, it is a Banach right Ba(E)-module.) Consider the map

T ∗ � T : E∗ �hBa(E) E −→ F ∗ �hBa(E) F

[j]For a ∈ Ba(E) we have 〈ax, x′〉 = 〈x, a∗x′〉. So if the map 〈x, x′〉 7→ 〈T (x), T (x′)〉 is well
defined, then 〈T (ax), T (x)〉 = 〈T (x), T (a∗x)〉.
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between the module Haagerup tensor products over Ba(E). Indeed, since T is CB,

the universal property of the module Haagerup tensor product guarantees that the

map T ∗� T is completely bounded with ‖T ∗ � T‖cb ≤ ‖T ∗‖cb ‖T‖cb. The Haagerup

seminorm on F ∗ ⊗ F with amalgamation over Ba(E), which is homomorphic to a

subset of Ba(F ), is bigger than the Haagerup seminorm with amalgamation over

Ba(F ). So, together with Blecher’s result we get that, as map between the internal

tensor products E∗ �Ba(E) E = BE = B and F ∗ �Ba(F ) F = CF ⊆ C the map T ∗ � T
(equals ϕ and) is of CB-norm not bigger than ‖T ∗‖cb ‖T‖cb. Thus ϕ is bounded.

But we prefer to give a direct independent proof of boundedness of ϕ. Actually, our

method will provide us with a quick proof of Blecher’s result.

We have E∗�
Ba(E) E = span 〈E,E〉 as subset of E∗�Ba(E)E = BE = B. Once ϕ :

E∗�
Ba(E) E → C is bounded (for the norm of the internal tensor product E∗�Ba(E)E

on E∗�
Ba(E) E ⊆ E∗ �Ba(E) E), then so is the extension to B = E∗ �Ba(E) E. So it

remains to show that ϕ is bounded on E∗�
Ba(E) E. Let z =

n∑
i=1

x∗i�yi =
n∑
i=1

〈xi, yi〉 ∈

E∗�
Ba(E) E = span〈E,E〉. For the elements x and y in En with entries xi and yi,

respectively, this reads z = 〈x, y〉. We get ϕ(z) = 〈T n(x), T n(y)〉. Consequently,

‖ϕ(z)‖ = ‖〈T n(x), T n(y)〉‖ ≤ ‖T n‖2 ‖x‖ ‖y‖ ≤ ‖T‖2
cb ‖x‖ ‖y‖ .

Now if, for any ε > 0, we can find xε and yε in En such that 〈xε, yε〉 = z and

‖xε‖ ‖yε‖ ≤ ‖z‖+ ε, then we obtain

‖ϕ(z)‖ ≤ ‖T‖2
cb ‖xε‖ ‖yε‖ ≤ ‖T‖

2
cb (‖z‖+ ε),

and further ‖ϕ‖ ≤ ‖T‖2
cb, by letting ε→ 0.

For showing that this is possible, we recall the following well-known result. (See,

for instance, [Lan95, Lemma 4.4].)

Lemma 4.1.12. For every element x in a Hilbert B-module E and for every r ∈ (0, 1)

there is an element wr ∈ E such that x = wr |x|r.

The proof in [Lan95] shows that wr can be chosen in the Hilbert C∗(|x|)-module

xC∗(|x|), which is isomorphic to C∗(|x|) via the bilinear unitary u : x 7→ |x|. The

element wr ∈ xC∗(|x|) is unique. For, suppose x = w |x|r for some w ∈ xC∗(|x|),
then (w−wr) |x|r = 0 and hence u(w−wr) |x|r = u

(
(w−wr) |x|r

)
= 0. Since |x|r is
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positive in the C∗-algebra C∗(|x|), we get u(w−wr) = 0[k], thus w = wr. Obviously,

when represented in C∗(|x|), wr is |x|1−r.

Corollary 4.1.13. Let E be a Hilbert B-module and let F be a Hilbert-B-C-module.

Choose x ∈ E, y ∈ F and put z := x � y ∈ E ⊗B F . Then for every ε > 0, there

exist xε ∈ E and yε ∈ F such that xε � yε = z and ‖xε‖ ‖yε‖ ≤ ‖z‖+ ε, that is,

‖x� y‖ = inf {‖x′‖ ‖y′‖ : x′ ∈ E, y′ ∈ F, x′ � y′ = x� y}.

Proof. For each r ∈ (0, 1) let wr ∈ xC∗(|x|) ⊆ E be such that x = wr |x|r. Since

‖wr‖ =
∥∥|x|1−r∥∥ = supλ∈[0,‖x‖] λ

1−r = ‖x‖1−r −→ 1, and since |x|r converges in norm

to |x| we have ‖wr‖ ‖|x|r y‖
r→1−−−→ 1 ‖|x| y‖ = ‖x� y‖ = ‖z‖. So given ε > 0 there

exists r′ ∈ (0, 1) such that z = x � y = wr′ � |x|r
′
y with ‖z‖ ≤ ‖wr′‖

∥∥|x|r′ y∥∥ ≤
‖z‖+ ε. 2�

With the proof of this corollary we did not only conclude the proof of (3)⇒ (1),

but also the proof of Theorem 4.1.1. 2�

Corollary 4.1.14 ([Ble97a, Theorem 4.3]). Let E be a Hilbert B-module and let F be

a Hilbert-B-C-module. The internal tensor product norm of z ∈ E�F is

‖z‖ = inf
{
‖xn‖ ‖yn‖ : xn ∈ E(n), y

n ∈ F n, xn � yn = z, n ∈ N
}
, (?)

with the row space E(n) = M1,n(E) and the internal tensor product xn � yn over

Mn(B). That is, the internal tensor product norm coincides with the module Haagerup

tensor product norm. Moreover, since Mn(E�F ) is isomorphic to the internal ten-

sor product Mn(E)�Mn(F ), the internal tensor product is completely isometrically

isomorphic to the module Haagerup tensor product.

Proof. First observe that E(n)�Mn(B) F
n ∼= E�B F under the isometric isomorphism

(x1, x2, · · · , xn)� (y1, y2, · · · , yn)t 7→
∑

xi � yi.

[k]Let g ∈ C(σ(|x|)) is such that g(|x|) = u(w−wr) ∈ C∗(|x|) ∼= C(σ(|x|)). Then u(w−wr) |x|r =
0 implies that g(t)tr = 0 for all t ∈ σ(|x|). Therefore g(t) = 0 for all t ∈ σ(|x|) r {0}, thus, g = 0
since g is continuous.
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Suppose z =
∑n

i=1 xi � yi ∈ E ⊗B F . If x := (x1, x2, . . . , xn) ∈ E(n) and y :=

(y1, y2, . . . , yn)t ∈ En, then z = x� y ∈ E(n)�Mn(B) F
n = E�F . So, given any ε >

0, there exists xε ∈ E(n) and yε ∈ F n such that z = xε� yε and ‖xε‖ ‖yε‖ ≤ ‖z‖+ ε.

Therefore

inf
{
‖xn‖ ‖yn‖ : xn ∈ E(n), y

n ∈ F n, z = xn � yn, n ∈ N
}
≤ ‖z‖ .

The reverse inequality is trivial. But RHS of (?) is ‖z‖h, and thus ‖z‖ = ‖z‖h on

E⊗BF . Therefore the completions E�F and E�hBF are isometrically isomorphic.

Replacing E,F by Mn(E),Mn(F ) respectively, we get,

Mn(E � F ) = Mn(E)�Mn(F ) ∼= Mn(E)�hMn(F )

= Mn,1(E(n))�hM1,n(F n) = Mn(E(n) �h F n)

= Mn(E �h F )

for all n ∈ N, and hence the result holds.

After this digression on the Haagerup tensor product, let us return to maps

fulfilling (3). However, we weaken the conditions a bit. Firstly, we replace FT with

F , so that now F is a Ba(E)-C-correspondence fulfilling T (ax) = aT (x). We still

may define the map T ∗ � T on E∗�E = span〈E,E〉, and if T is CB, everything

goes as before. Secondly, we wish to weaken the boundedness condition on T . We

know from Example 3.1.3 that if BE is nonunital, the CB-condition is indispensable.

So, suppose that E is full and that B = BE is unital.

Observation 4.1.15. In the prescribed situation, suppose E has a unit vector ξ. In

that case, ϕ := T ∗ � T is defined on all B = 〈ξ, ξ〉B ⊆ span〈E,E〉 = E∗�E ⊆ B.

Since ϕ(b∗b) = ϕ(b∗〈ξ, ξ〉b) = 〈(T (ξb), T (ξb)〉 ≥ 0 we have ϕ is positive and hence

is bounded by ‖ϕ(1)‖. From T (x) = T (x〈ξ, ξ〉) = (xξ∗)T (ξ), we conclude that

‖T (x)‖2 = ‖〈T (ξ), ξx∗xξ∗T (ξ)〉‖ ≤ ‖x‖2
∥∥〈T (ξ), T (ξ)

〉∥∥ = ‖x‖2 ‖ϕ(1)‖. (This is the

same trick in Remark 4.1.5 that allowed to show that a map T : E → F fulfilling

(3) without boundedness and linearity, is linear provided E has a unit vector ξ.)

Even if E has no unit vector but B = BE still is unital, then there is a number

n ∈ N such that En has a unit vector, say, ξn =
(
ξ1, . . . , ξn

)t
(Proposition 1.1.11).
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Again, since

ϕ(b∗b) = ϕ
(
b∗〈ξn, ξn〉b

)
= ϕ

( n∑
i=1

〈ξib, ξib〉
)

=
n∑
i=1

〈
(T (ξib), T (ξib)

〉
≥ 0

we have ϕ := T ∗� T is positive and bounded by ϕ(1). Since T is linear, T n : En →
F n is left Mn(Ba(E))-linear. So, for all z ∈ En, we have

‖T n(z)‖2 = ‖〈T n(ξn), ξnz∗zξn∗T n(ξn)〉‖

≤ ‖z‖2 ‖〈T n(ξn), T n(ξn)〉‖

=
∥∥z∥∥2∥∥∑〈T (ξi), T (ξi)〉

∥∥
=
∥∥z∥∥2∥∥∑ϕ(〈ξi, ξi〉)

∥∥
=
∥∥z∥∥2∥∥ϕ(〈ξn, ξn〉)

∥∥.
Thus T n, and a fortiori T , is bounded by

√
‖ϕ(1)‖ with the same ϕ as obtained

from T . Finally, since Mm(En) has a unit vector (with entries ξn in the diagonal)

and (T n)m = Tmn,m : Mm(En) → Mm(F n) is left Mmn

(
Ba(E)

)
-linear[l], as above,

we have (T n)m is bounded by ‖ϕm(1m)‖ = ‖ϕ(1)‖ for all m ≥ 1. So, T n, and a

fortiori T , is completely bounded by
√
‖ϕ‖ =

√
‖ϕ(1)‖.

4.2 CPH-maps

We have seen in Theorem 4.1.1 that the submodule FT of F generated by T (E)

plays a distinguished role. (If T is a ϕ-isometry, then T (E) is already a closed

ϕ(B)-submodule of F .) It is natural to ask to what extent the condition in (2) can

be satisfied if we write F instead of FT . In developing semigroup versions ([SS14,

Section 4,5]), this situation becomes so important that we prefer to use the acronym

CPH for that case, and leave for the equivalent of ϕ-maps the rather contorted term

CP-H-extendable.

Definition 4.2.1. A CPH-map from E to F is a linear map that extends as a blockwise

CP-map between the extended linking algebras of E and of F such that the 22-corner

is a ∗-homomorphism. A CPH-map is strictly CPH if the homomorphism can be

[l] Note that, Mm(En) = Mmn,m(E) is a Mmn

(
Ba(E)

)
-Mm

(
B
)

correspondence in an obvious
way.
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chosen strict. A (strictly) CPH-map is a (strictly) CPH0-map if the homomorphism

can be chosen unital.

Observation 4.2.2. Effectively, in the proof of (2)⇒(3), for the conclusion T (ax) =

ϑ(a)T (x), we did not even need that T maps into the linking algebra of FT . The

conclusion remains true for all CPH-maps, so that for a CPH-map the subspace FT

of F reduces ϑ.

Corollary 4.2.3. A CPH-map T : E → F is CP-H-extendable.

Proof. Suppose T =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→

[
C F ∗

F Ba(F )

]
is a blockwise CP-map

such that ϑ : Ba(E) → Ba(F ) is a ∗-homomorphism. Then from Lemma 4.1.9

we have ϑ(a)T (x) = T (ax) and thus ϑ : Ba(E) → Ba(FT ) defines a strict unital

∗-homomorphism. So T′ =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→
[
C F ∗T

FT Ba(FT )

]
is a CP-H extension

of T , once we prove that it is CP.

Let T (x) ∈ FT ⊆ F = spanF 〈F, F 〉 = FCF . (Recall Corollary 1.1.14.) Suppose

cm =
∑lm

k=1〈zmk, wmk〉 ∈ span 〈F, F 〉 is such that T (x) = y(limm cm). Then for all

c ∈ C, ai ∈ A(E) and

[
ci Txi

Tx′i di

]
∈ A(FT ), i = 1, 2, · · · , n we have

〈(
c

Tx

)
,

n∑
i,j=1

[
ci Tx∗i

Tx′i di

]∗
T′(ai

∗aj)

[
cj Tx∗j

Tx′j dj

](
c

Tx

)〉
= lim

m

lm∑
k=1

n∑
i,j=1

〈[
ci Tx∗i

Tx′i di

](
c

yz∗mkwmk

)
,T′(ai

∗aj)

[
cj Tx∗j

Tx′j dj

](
c

yz∗mkwmk

)〉
= lim

m

lm∑
k=1

n∑
i,j=1

〈[
ci

(
zmk

〈
y, Txi

〉)∗
Tx′i diyz

∗
mk

](
c

wmk

)
,T(ai

∗aj)

[
cj

(
zmk

〈
y, Txj

〉)∗
Tx′j djyz

∗
mk

](
c

wmk

)〉
= lim

m

lm∑
k=1

〈(
c

wmk

)
,

n∑
i,j=1

[
ci

(
zmk

〈
y, Txi

〉)∗
Tx′i diyz

∗
mk

]
T(ai

∗aj)

[
cj

(
zmk

〈
y, Txj

〉)∗
Tx′j djyz

∗
mk

](
c

wmk

)〉
≥ 0

since

[
cj

(
zmk

〈
y, Txj

〉)∗
Tx′j djyz

∗
mk

]
∈ Ba(C ⊕ F ) and T is CP. Thus T′ is also a CP-map.

Observation 4.2.4. If E is full, then the above corollary also follows via CPH⇒(3)⇒
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(1) ⇒ (2).

Observation 4.2.5. If FT is complemented in F , then T : E → F is a CPH-map if

and only if it is CP-H-extendable. In that case, Ba(FT ) is the corner

[
Ba(FT ) 0

0 0

]
of

Ba(F ) = Ba(FT ⊕ F⊥T ), so that ϑ may be considered a map into Ba(F ). But this

condition is not at all necessary, nor natural; see Section 4.4.1.

Despite the fact that there are fewer CPH-maps than CP-H-extendable maps,

looking at CPH-maps is particularly crucial if we wish to look at semigroups of

CP-H-extendable maps Tt on E. Obviously, for full E, the associated CP-maps ϕt

form a CP-semigroup. But the same question for the homomorphisms ϑt, a priori,

has no meaning. The extensions ϑt map Ba(E) into Ba(ETt), not into Ba(E). And

if ETt is not complemented in E, then it is not possible to interpret Ba(ETt) as a

subset of Ba(E), to which ϑs could be applied in order to make sense out of ϑs ◦ ϑt.

Observation 4.2.6. Adding the obvious statement that for each B-C-correspondence

F and for each vector ζ ∈ F, an isometry v : E � F → F gives rise to a ϕ-map

T (·) := v
(
(·) � ζ

)
for the CP-map ϕ(·) :=

〈
ζ, (·)ζ

〉
, we also get the “if” direction

of the theorem in [Ske12]. For this it is not necessary that F is the minimal GNS-

correspondence of ϕ. This observation provides us with many CPH-maps. It also

plays a role in developing the theory of CPH-semigroups ([SS14, Section 4]).

4.3 CP-extendable maps

In (1)⇒ (2) we have written down the (strict unital) ∗-homomorphism ϑ : Ba(E)→
Ba(FT ) in the form ϑ(·) := v

(
(·) � idF

)
v∗ with the unitary v : E � F → FT

granted by the theorem in [Ske12]. Then we have shown that the blockwise map

T :=

[
ϕ T ∗

T ϑ

]
is completely positive, by writing it as Ξ∗

(
(·)� idF

)
Ξ with a diagonal

map Ξ ∈ Ba(

(
C
FT

)
,

(
B
E

)
� F). (Recall that it was necessary to unitalize ϕ if B was

nonunital.) We wish to illustrate that these forms for ϑ and T are not accidental,

but it actually holds for all strictly CP-extendable maps T .
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Lemma 4.3.1. Let E be a Hilbert B-module, F be a Hilbert C-module, and let T :

Ba(E) → Ba(F ) be a CP-map with the minimal GNS-construction (E ,Ξ). The

following conditions are equivalent:

(i) T is strict, that is, bounded strictly converging nets in Ba(E) are sent to strictly

converging nets in Ba(F ).

(ii) The action of K(E) on the Ba(E)-C-correspondence E � F is nondegenerate.

(iii) The left action of Ba(E) on the Ba(E)-C-correspondence E �F defines a strict

∗-homomorphism.

Proof. (i) ⇒ (ii). Suppose T is strict, and choose a bounded approximate unit

{uα}α∈Λ for K(E). Then uαa −→ a strictly for all a ∈ Ba(E) (see for instance

[Lan95, proof of Proposition 1.3]). Now for every element aΞ � y from the total

subset Ba(E)Ξ� F of E � F , we have

‖(uαa− a)Ξ� y‖2 =
∥∥〈(uαa− a)Ξ� y, (uαa− a)Ξ� y

〉∥∥
=
∥∥〈y, 〈(uαa− a)Ξ, (uαa− a)Ξ

〉
y
〉∥∥

=
∥∥〈y,T((uαa− a)∗(uαa− a)

)
y
〉∥∥

−→ 0,

so that lim(uα�idF )(aΞ�y) = limuαaΞ�y = aΞ�y. Therefore spanK(E)(E � F ) =

E � F .

(ii) ⇔ (iii). Recall that a correspondence, by definition, has nondegenerate left ac-

tion. It is well-known (and easy to show) that (ii) and (iii) are equivalent for every

Ba(E)-C-correspondence. (Indeed, since a bounded approximate unit for K(E) con-

verges strictly to idE, for a strict left action the compacts must act nondegenerately.

And if K(E) acts nondegenerately, then this action extends to a unique action of

all Ba(E) that is strict, automatically. See [Lan95, Proposition 5.8] or the proof of

[MSS06, Corollary 1.20].) Recall, also, that on bounded subsets, strict and ∗-strong

topology coincide (Proposition 1.3.14).

(iii) ⇒ (i). Suppose {aα}α∈Λ is a bounded net in Ba(E) converging strictly to

a ∈ Ba(E). If the left action of E �F is strict, then we have {(aα� idF )(Ξ� y)}α∈Λ

converges to (a� idF )(Ξ� y), and likewise for {a∗α}α∈Λ. Therefore

T(aα)y =
〈
Ξ, aαΞ

〉
y
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= (Ξ� idF )∗
(
aα � idF

)
(Ξ� y)

−→ (Ξ� idF )∗
(
a� idF

)
(Ξ� y)

=
〈
Ξ, aΞ

〉
y

= T(a)y

and similarly T(a∗α)y −→ T(a∗)y for all y ∈ F . In other words, {T(aα)}α∈Λ converges

∗-strongly, hence, strictly to T(a).

Theorem 4.3.2. Let E be a Hilbert B-module, F be a Hilbert C-module, and suppose

that T : Ba(E)→ Ba(F ) is a strict CP-map. Then there exist a B-C-correspondence

F and a map Ξ ∈ Ba(F,E � F) such that T(·) = Ξ∗
(
(·)� idF

)
Ξ.

Proof. Let (E ,Ξ) be the minimal GNS-construction for T. Like every Hilbert Ba(F )-

module, we may embed E into Ba(F, E � F ) by identifying z ∈ E with the map

z� idF : y 7→ z�y having adjoint z∗� idF : z′�y 7→ 〈z, z′〉y. So, T(a) = Ξ∗(a� idF )Ξ

where a ∈ Ba(E) acts by the canonical left action on the factor E of E � F . Define

the B-C-correspondence F := E∗ � E � F [m]. If T is strict, so that K(E) ∼= E � E∗

acts nondegenerately on E � F , then the string

E � F = spanK(E)(E � F ) ∼= K(E)� (E � F ) ∼= (E � E∗)� (E � F ) = E � (E∗ � E � F ) = E � F

of (canonical) identifications proves that the map (x′x∗)(z � y) 7→ x′ � (x∗ �
z � y) defines an isomorphism E � F → E � F of (K(E)-C and hence) Ba(E)-

C-correspondences. Thus Ξ ∈ E ⊆ Ba(F, E � F ) = Ba(F,E � F) is such that

T(·) = Ξ∗
(
(·)� idF

)
Ξ.

Remark 4.3.3. For E = B so that Ba(B) = M(B), the multiplier algebra of B, this

result is known as KSGNS-construction for a strict CP-map from B into Ba(F )

([Kas80], [Lan95, Theorem 5.6]). One may consider Theorem 4.3.2 as a consequence

of the KSGNS-construction applied to T|K(E) and the representation theory of Ba(E)

[m]This way to construct the B-C-correspondence F from a Ba(E)-Ba(F )-correspondence is,
actually, from [BLS08, Section 3]. There, however, it is incorrectly claimed that the GNS-
correspondence of a strict CP-map has strict left action. (This is false, in general, as the maps
T = idBa(E) shows. The results in [BLS08] are, however, correct, as strictness is never used for E
but always only in the combination as tensor product E � F .) For that reason, we preferred to
discuss this here carefully, including also the precise statements in Lemma 4.3.1.
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(Theorem 1.5.10). Effectively, when T is a strict unital ∗-homomorphism, so that

E := TB
a(F )[n] is the GNS-module for T and F := E∗ � E � F = E∗ �T F , the

theorem (and its proof) specialize to [MSS06, Theorem 1.4] (and its proof). We like

to view Theorem 4.3.2 as a joint generalization of the KSGNS-construction and of

the representation theory, and the rapid joint proof shows that this point of view is

an advantage.

Observation 4.3.4. Like with all GNS and Stinespring type constructions, also here

we have suitable uniqueness statements. The GNS-correspondence E together with

the cyclicity condition E = spanBa(E)ΞBa(F ) is unique up to isomorphism of cor-

respondences. In that case Ξ ∈ E ⊆ Ba(F, E � F ) = Ba(F,E � F) obtained in the

proof satisfies spanBa(E)Ξ(F ) = E�F = E�F. Under this assumption F is unique

up to isomorphism if E is full. For, suppose there exists a B-C-correspondence F′ and

Ξ′ ∈ Ba(F,E � F′) with spanBa(E)Ξ′(F ) = E�F′ such that T(·) = Ξ′∗((·)� idF′)Ξ
′.

Then〈
Ξ(y),Ξ(y′)

〉
=
〈
y,Ξ∗Ξ(y′)

〉
=
〈
y,T(1)y′

〉
=
〈
y,Ξ′∗Ξ′(y′)

〉
=
〈
Ξ′(y),Ξ′(y′)

〉
for all y, y ∈ F , so that Ξ(y) 7→ Ξ′(y) extends to a two-sided isomorphism from

E � F → E � F′. Therefore,

F ∼= B � F ∼= E∗ � E � F ∼= E∗ � E � F′ ∼= B � F′ ∼= F′

as B-C-correspondences.

Corollary 4.3.5. Suppose E = E1⊕E2 and F = F1⊕F2. Then a strict CP-map T acts

blockwise from Ba(E) =

[
Ba(E1) Ba(E2, E1)

Ba(E1, E2) Ba(E2)

]
to Ba(F ) =

[
Ba(F1) Ba(F2, F1)

Ba(F1, F2) Ba(F2)

]
if

and only if the map Ξ in Theorem 4.3.2 has the diagonal form Ξ =

[
ξ1 0

0 ξ2

]
.

Proof. If Ξ =

[
ξ11 ξ12

ξ21 ξ22

]
, then by evaluating T at

[
1 0

0 0

]
and

[
0 0

0 1

]
we get ξ12 = ξ21 =

0.

[n]By TB
a(F ) we mean the Hilbert Ba(E)-Ba(F )-module Ba(F ) with the left action of Ba(E)

given by a.b := T(a)b for all a ∈ Ba(E) and b ∈ Ba(F ).
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Now, suppose T =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→

[
C F ∗

F Ba(F )

]
is a blockwise CP-map

with strict 22-corner ϑ. There is no harm in assuming that C is unital. And if B is

not unital, unitalize ϕ. For unital B, the extended linking algebra is Ba(B ⊕ E) and

the strict topology of all corners but Ba(E), coincides with the norm topology[o].

Therefore, T is strict. So, except for the possibly necessary unitalization, we see

that the form we used in the proof (1) ⇒ (2) to establish that the constructed T is

completely positive, actually, is also necessary. (If unitalization is necessary, then ξ1

is an element of a B̃-C̃-correspondence.) We arrive at the factorization theorem for

strictly CP-extendable maps, which is the analogue to the Theorem 3.3.1.

Theorem 4.3.6. Let B and C be unital C∗-algebras. Then for a map T from a Hilbert

B-module E to a Hilbert C-module F the following conditions are equivalent:

(i) T admits a strict blockwise extension to a CP-map T =

[
ϕ T ∗

T ϑ

]
:

[
B E∗

E Ba(E)

]
→[

C F ∗

F Ba(F )

]
.

(ii) There exists a B-C-correspondence F, an element ξ1 ∈ F and a map ξ2 ∈
Ba(F,E � F) such that T (·) = ξ∗2

(
(·)� ξ1

)
.

Proof. (i) ⇒ (ii) Suppose T admits a strict blockwise extension to a CP-map

T =

[
ϕ T ∗

T ϑ

]
. Then, from Theorem 4.3.2 and Corollary 4.3.5, there exists a B-C-

correspondence F and Ξ =

[
ξ1 0

0 ξ2

]
∈ Ba(

(
C
F

)
,

(
B
E

)
� F) = Ba(

(
C
F

)
,

(
B � F

E � F

)
) such

that [
ϕ T ∗

T ϑ

]
(

[
b x∗

x′ a

]
) =

[
ξ∗1 0

0 ξ∗2

]([
b x∗

x′ a

]
� idF

)[
ξ1 0

0 ξ2

]
(??)

=

[
ξ∗1(b� idF)ξ1 ξ∗1(x∗ � idF)ξ2

ξ∗2(x′ � idF)ξ1 ξ∗2(a� idF)ξ2

]

=

[
ξ∗1(b� idF)ξ1 (ξ∗2(x� ξ1))∗

ξ∗2(x′ � ξ1) ξ∗2(a� idF)ξ2

]
.

[o]Suppose
[
bα x′∗α
xα aα

] strictly−−−−−→
[
b x′∗

x a

]
. Then

∥∥∥(bαxα)
−

(
b
x

)∥∥∥ =
∥∥∥[bα x′∗α
xα aα

](
1B
0

)
−

[
b x′∗

x a

](
1B
0

)∥∥∥ −→ 0, that

is, bα −→ b and xα −→ x in norm. Similarly by considering the adjoint we get x′α −→ x′ in norm.
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Thus T (x) = ξ∗2(x′ � ξ1) where ξ1 ∈ Ba(C,B � F) = Ba(C,F) = F and ξ2 ∈
Ba(F,E � F).

(ii) ⇒ (i) Suppose there exists a B-C-correspondence F, an element ξ1 ∈ F =

Ba(C,B � F) and a map ξ2 ∈ Ba(F,E � F) such that T (·) = ξ∗2
(
(·)�ξ1

)
. Then (??)

defines the required extension.

As for a criterion that consists in looking just at T , we reluctant to expect too

much. Clearly, such a T must be completely bounded. By appropriate applica-

tion of [Pau86, Lemma 7.1], T should extend to the operator system

[
C1 E∗

E CidE

]
⊂[

B E∗

E Ba(E)

]
. But to extend this further, we would have to tackle problems like ex-

tending CP-maps from an operator systems to the C∗-algebra containing it. We

do not know if the special algebraic structure will allow to find a solution to out

specific problem. But, in general, existence of such extensions is only granted if the

codomain is an injective C∗-algebra.

We think that it is the class of strictly CP-extendable maps that truly merits

to be called CP-maps between Hilbert modules, and not the more restricted class of

CP-H-extendable maps.

We close this section with an direct proof of (2) ⇒ (1) of Theorem 4.1.1. First

we prove the following lemmas.

Lemma 4.3.7. Let B and C be C∗-algebras and F be a Hilbert B-C-module. Then for

any full Hilbert B-module E the relative commutant of Ba(E) � idF in Ba(E � F )

is idE �Ba,bil(F ).

Proof. If Φ ∈ Ba,bil(F ), then idE�Φ ∈ Ba(E � F ) commutes with all elements of the

form a� idF for all a ∈ Ba(E) and hence we have idE �Ba,bil(F ) ⊆ (Ba(E)� idF )′.

For the reverse inclusion assume that a ∈ (Ba(E) � idF )′. Since E is full we have

F = E∗�E�F under the identification 〈x1, x2〉y 7→ x∗1�x2�y. Set Φ = idE∗�a ∈
Ba,bil(F ). Then, since E � E∗ ∼= K(E) via x� x′∗ 7→ xx′∗, we get

(idE � Φ)(x1 � 〈x2, x3〉y) = x1 � x∗2 � a(x3 � y)

= (x1x
∗
2 � idF )a(x3 � y)

= a(x1x
∗
2 � idF )(x3 � y)
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= a(x1 � 〈x2, x3〉y).

Thus Φ ∈ Ba,bil(F ) is such that a = idE � Φ. Hence (Ba(E) � idF )′ ⊆ idE �
Ba,bil(F ).

Lemma 4.3.8. Let A and B are C∗-algebras with A ⊆ B. Suppose p ∈ B is a

projection and π : A → B given by a 7→ pap is a ∗-homomorphism. Then pa = ap

for all a ∈ A, i.e., p ∈ A′ ⊆ B.

Proof. Since π is a ∗-homomorphism pa∗pap = pa∗ap, hence, (ap−pap)∗(ap−pap) =

0 for all a ∈ A, i.e., ap = pap. Thus ap = pap = (pa∗p)∗ = (a∗p)∗ = pa.

Suppose T : E → F is a linear map from a full Hilbert B-module E to a

Hilbert C-module F , which extends to a blockwise CP-map T =

[
ϕ T ∗

T ϑ

]
between

the linking algebras of E and FT such that the 22-corner ϑ is a ∗-homomorphism.

We may assume that B and C are unital C∗-algebras. (Otherwise replace ϕ by ϕ̃,

the extension to the unitalization of B and C. Note that the resulting blockwise

map is again CP.) Thus T is a map from Ba(B ⊕ E) into Ba(C ⊕ FT )which is strict

automatically. From theorem 4.3.2 there exists a Hilbert B-C module F and an

isometry Ξ =

[
ξ1 0

0 ξ2

]
∈ Ba(

(
C
FT

)
,

(
B
E

)
� F) such that

[
ϕ(b) T (x)∗

T (x′) ϑ(a)

]
= Ξ∗

([ b x∗

x′ a

]
� idF

)
Ξ =

[
ξ∗1(b� idF)ξ1 ξ∗1(x∗ � idF)ξ2

ξ∗2(x′ � idF)ξ1 ξ∗2(a� idF)ξ2

]
.

Since ϑ is a unital homomorphism ξ2 is an isometry, hence ξ2ξ
∗
2 is a projection,

and ξ∗2(a1 � idF)ξ2ξ
∗
2(a2 � idF)ξ2 = ξ∗2(a1 � idF)(a2 � idF)ξ2 for all a1, a2 ∈ Ba(E).

Then a� idF 7→ ξ2ξ
∗
2(a� idF)ξ2ξ

∗
2 defines a ∗-homomorphism from Ba(E)� idF →

Ba(E � F). From Lemmas 4.3.7 and 4.3.8 we have ξ2ξ
∗
2 = idE�Φ for some projection

Φ ∈ Ba,bil(F). So〈
T (x1), T (x2)

〉
= ξ∗1(x∗1 � idF)ξ2ξ

∗
2(x2 � idF)ξ1

= ξ∗1(x∗1 � idF)(idE � Φ)(idE � Φ)(x2 � idF)ξ1

= ξ∗1(idB � Φ)(x∗1 � idF)(x2 � idF)(idB � Φ)ξ1

= ξ∗1(idB � Φ)
(
〈x1, x2〉 � idF

)
(idB � Φ)ξ1
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for all x1, x2 ∈ E. Note that ζ := (idB�Φ)ξ1 ∈ Ba(C,B � F) = Ba(C,F) = F which

is a Hilbert B-C-module. Then ϕ′(·) :=
〈
ζ, (·)ζ

〉
is a CP-map from B → C such

that T is a ϕ′-map. (Note that the case when B and C are nonunital, ϕ′ will be a

map from B̃ → C̃. But, since E full and ϕ′(〈x1, x2〉) =
〈
T (x1), T (x2)

〉
∈ C we have

ϕ′|B ⊆ C.)
We may abbreviate this proof to the following: Recall that the proof (2) ⇒ (3)

shows us that ϑ is unital and strict. Unitalizing if necessary, we get ξ1 and ξ2. Since

ϑ is a unital ∗-homomorphism, ξ2 must be an isometry with ξ2ξ
∗
2 commuting with all

a� idF. Since our specific ξ2 fulfills span (Ba(E)� idF)ξ2FT = E � F, it is unitary.

We get

‖〈T n(Xn), T n(X ′n)〉‖ = ‖〈Xn � ξ1, X
′n � ξ1〉‖ ≤ ‖ϕ‖ ‖〈Xn, X ′n〉‖2

,

so T ∗ � T is bounded.

∗ ∗ ∗ ∗ ∗

We wish to underline that all results above can be formulated for von Neumann

algebras, von Neumann modules, and von Neumann correspondences, replacing also

the tensor product of C∗-correspondences with that of von Neumann correspon-

dences, replacing full with strongly full (i.e., BE
s

= B), and adding to all maps

between von Neumann objects the word normal (or σ-weak). We do not give any

details, because the proofs either generalize word by word or are simple adaptations

of the C∗-proofs. We emphasize, however, that all problems regarding adjointability

of maps or complementability of FT in F disappear. Therefore, for a map between

von Neumann modules, CPH and CP-H-extendable is the same thing and they do

no longer depend on (strong) fullness.

4.4 Recent Developments

In [SS14] some possible applications of the theory of ϕ-maps are hinted. In [SS14,

Section 4], Skeide studied semigroups of CP-H-extendable maps, so-called CPH-

semigroups, and examined how the results of the previous sections may be gener-

alized or reformulated. These results depend essentially on the theory of tensor

product systems of correspondences initiated Bhat and Skeide [BS00]. In [SS14,
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Section 5] he introduced the new concept of CPH-dilation of a CP-map or a CP-

semigroup. It generalizes the concept of weak dilation and is intimately related to

CPH-maps or CPH-semigroups.

Here we add some of the definitions and results from [SS14, Section 4,5] without

any details or discussion on the theory.

4.4.1 CPH-semigroups

Definition 4.4.1. Let B be a C∗-algebra. A semigroup T� = {Tt}t∈R+ of maps Tt :

E → E on a Hilbert B-module E is a CP-H-extendable semigroup if each each Tt is

CP-H-extendable.

Theorem 4.4.2. Let B be a unital C∗-algebra and let T� = {Tt}t∈R+ be a family of

maps on a Hilbert B-module E. Then the following are equivalent:

(i) T� is a CP-H-extendable semigroup.

(ii) There are a product system E� = {Et}t∈R+ of B-correspondences, a unit ξ� for

E�, and a family of (not necessarily adjointable) isometries vt : E � Et → E

fulfilling (xys)zt = x(yszt), such that Tt(x) = vt(x� ξt) for all x ∈ E, t ∈ R+.

It should be specified that also in this case, by a CP-H-extendable map T on

E we mean that T is a CPH-map into ET . Likewise, in the semigroup version it is

required that the ϕt turning Tt into ϕt-maps, form a semigroup. Note that E is not

required full. So the ϕ� = {ϕt}t∈R+ may not be unique. If we wish to emphasize a

fixed CP-semigroup ϕ�, we say T� is a CP-H-extendable semigroup associated with

ϕ�.

Definition 4.4.3. A semigroup T� = {Tt}t∈R+ of maps Tt : E → E on a Hilbert

B-module E is

(i) a (strictly) CP-semigroup on E if it extends to a CP-semigroup T� = {Tt}t∈R+

of maps Tt =

[
ϕt T

∗
t

Tt ϑt

]
acting blockwise on the extended linking algebra of E

(with strict ϑt);

(ii) a (strictly) CPH0-semigroup on E if it is a (strictly) CP-semigroup where the

ϑt can be chosen to form an E(0)-semigroup and where the ϕt can be chosen
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such that each Tt is a ϕt-map.

Recall that, by the discussion preceding Theorem 4.3.6, the case when B is a

unital C∗-algebra T� being strictly CP-semigroup (and so forth) on a Hilbert B-

module, simply means that each Tt is strict. In that case, we will just say, T is a

strict CP-semigroup (and so forth).

Theorem 4.4.4. Let B be a unital C∗-algebra. Then for a semigroup T� = {Tt}t∈R+

of maps on a Hilbert B-module E the following are equivalent:

(i) T� is a strict CP-semigroup.

(ii) There exists a product system E� = {Et}t∈R+ of B-correspondences, a unit ξ�

for E�, and a family {vt}t∈R+ of maps vt ∈ Ba(E � Et, E) fulfilling (xys)zt =

x(yszt), such that Tt(x) = vt(x� ξt) for all x ∈ E, t ∈ R+.

Theorem 4.4.5. Let B be a unital C∗-algebra and let T� = {Tt}t∈R+ be a family of

maps on a Hilbert B-module E. Then the following are equivalent:

(i) T� is a strict CPH-semigroup (CPH0-semigroup).

(ii) There exists a product system E� = {Et}t∈R+ of B-correspondences, a unit ξ�

for E�, and a left quasi-semidilation (a left quasi-dilation) {vt}t∈R+ of E� to

E, such that Tt(x) = vt(x� ξt) for all x ∈ E, t ∈ R+.

Corollary 4.4.6. Let ϕ� be a (strongly continuous) CP-semigroup (of contractions) on

the unital C∗-algebra B. Then there exists a (strongly continuous) CPH-semigroup

T� on a full Hilbert B-module associated with ϕ�.

Definition 4.4.7. A CP-H-extendable semigroup T� = {Tt}t∈R+ on a Hilbert B-

module E (E full or not, B unital or not) is minimal if T� fulfills

E = span
{
Tt1(Tt2(. . . Ttn(x)bn−1 . . . )b1)b0 : bi ∈ B, x ∈ E, t1 + · · ·+ tn = t, n ∈ N

}
for some t > 0.

Theorem 4.4.8. Let ϕ� be a CP-semigroup on a unital C∗-algebra B, and denote by

(E�, ξ�) its GNS-system and cyclic unit. Let E be a full Hilbert B-module. Then
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the formula Tt(·) = vt
(
(·)� ξt

)
establishes a one-to-one correspondence between:

(i) Left dilations vt : E � Et → E of E� to E.

(ii) Minimal CP-H-extendable semigroups T� on E associated with ϕ�.

In either case, ϑ� = {ϑt}t∈R+ with ϑt(·) = vt
(
(·) � idt

)
v∗t is the unique strict E0-

semigroup on Ba(E) making T� =

{[
ϕt T

∗
t

Tt ϑt

]}
t∈R+

a CPH0-extension of T�.

Corollary 4.4.9. Let T� and T ′� be two minimal CP-H-extendable semigroups on the

same (necessarily full) Hilbert C∗-module E over the unital C∗-algebra B. Then T�

and T ′� are associated with the same CP-semigroup ϕ� on B if and only if there is

a unitary left cocycle u� = {ut}t∈R+ for ϑ� satisfying ut : Tt(x) 7→ T ′t(x). Moreover,

if ut exists, then it is determined uniquely and ϑ′t(·) = utϑt(·)u∗t .

It might be worth to compare the results in this section with [HJ11], who in-

vestigated semigroups that, in our terminology, are CP-H-extendable, but who call

them CP-semigroups.

4.4.2 An application: CPH-dilations

As a first attempt to give some application of ϕ-maps, Skeide ([SS14]) interprets

ϕ-maps as a notion that generalizes the notion of dilation of a CP-map ϕ : B → C
to a ∗-homomorphism ϑ : Ba(E) → Ba(F ) to the notion of CPH-dilation. In the

situation of semigroups, this dilation allows for new features: While CP-semigroups

that allow weak dilations to an E0-semigroup, are necessarily Markov (i.e., unital

CP-semigroup), results from [SS14, Section 4] allow us to show that many nonuni-

tal CP-semigroups allow CPH-dilations to E0-semigroups, which are called CPH0-

dilations.

Definition 4.4.10. Suppose E,F are Hilbert C∗-modules over C∗-algebras (do not re-

quire unital) B, C, respectively and let ϕ : B → C be a CP-map. A ∗-homomorphism

ϑ : Ba(E) → Ba(F ) is a CPH-dilation of ϕ if E is full and if there exists a map
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T : E → F such that the diagram

B B

Ba(E) Ba(E)

ϕ

ϑ

〈x,(·)x′〉 〈T (x),(·)T (x′)〉

commutes for all x, x′ ∈ E. If E is not necessarily full, then we speak of a CPH-

quasi-dilation. A CPH-(quasi-)dilation is strict if ϑ is strict. A CPH-(quasi-)dilation

is a CPH0-(quasi-)dilation if ϑ is unital.

Proposition 4.4.11. If ϑ is a CPH0-quasi-dilation of a CP-map ϕ, then every map T

making the diagram commute is a ϕ-map fulfilling T (ax) = ϑ(a)T (x).

From now on we shall assume that B is unital.

Theorem 4.4.12. If ϑ is a strict CPH0-dilation of a CP-map, then every map T

making the diagram commutes is a strict CPH0-map.

Definition 4.4.13. An E0-semigroup ϑ� on Ba(E) for a full Hilbert B-module E is

a CPH0-dilation of a CP-semigroup ϕ� if there exists a CPH0-semigroup T� on E

making the diagram

B B

Ba(E) Ba(E)

ϕt

ϑt

〈x,(·)x′〉 〈Tt(x),(·)Tt(x′)〉

commutes for all x, x′ ∈ E and all t ∈ R+.

If ϕ� is not Markov, then [BS00] provide a weak dilation to an E-semigroup.

But ϕ� cannot posses a weak dilation to an E0-semigroup. On the contrary, we can

see that ϕ� can possess a CPH0-dilation:

Observation 4.4.14. Finding a strict CPH(0)-dilation for a CP-semigroup ϕ�, is the

same as finding a CPH(0)-semigroup T� associated with that ϕ�. So, all results
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from Section 4.4.1 are applicable.

1. From Corollary 4.4.6, we recover existence of a strict CPH-dilation. (As said,

we knew this from the stronger existence of a weak dilation in [BS00].)

2. From existence of E0-semigroups for full product systems, we infer that every

CP-semigroup, Markov or not, with full product system admits a strict CPH0-

dilation.

3. In the case of CPH0-dilations, also the notion of minimality and the results

about uniqueness up to cocycle conjugacy remain intact. It is noteworthy that

for a weak E0-dilation of a (necessarily) Markov semigroup, minimality of the

weak dilation coincides with minimality of the associated CPH0-semigroup.

In the end, Skeide comments on some relations with (completely positive definite)

CPD-kernels and with Morita equivalence. If CPH-dilations can be considered an

interesting concept, and if, as demonstrated, understanding CPH-dilations is the

same as understanding CPH-maps and CPH-semigroups, then [SS14, Section 5]

shows the road to what might be the first application of CPH-maps.
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Appendix A

Basic operator algebra theory

A.1 Banach algebras and C∗-algebras

An algebra is a complex vector space A with a bilinear map, called multiplication,

A×A 3 (a, b) 7→ ab ∈ A such that (ab)c = a(bc) and λ(ab) = (λa)b = a(λb) for all

a, b, c ∈ A, λ ∈ C. The algebra A is said to be commutative (or abelian) if ab = ba

for all a, b ∈ A, and A is said to be unital if it has a multiplicative identity, denoted

by 1A or simply 1.

Definition A.1.1. An algebra A is said to be a normed algebra if it has a norm that

makes it into a normed linear space and if ‖ab‖ ≤ ‖a‖ ‖b‖ for all a, b ∈ A. A

complete normed algebra is called a Banach algebra.

Note that if a Banach algebra A has an multiplicative identity, then it is unique.

Also since 1 = 12 we have ‖1‖ ≤ ‖1‖ ‖1‖, which implies that ‖1‖ ≥ 1. It is well-

known that if A is a Banach algebra with identity 1, then there is a norm ‖·‖′ on

A, equivalent to the original norm, such that (A, ‖·‖′) is a unital Banach algebra

with ‖1‖′ = 1. So we always assume that the multiplicative unit of a unital Banach

algebra has norm 1. In fact, this is often taken as part of the definition of a unital

Banach algebra.

Example A.1.2. Let Ω be a topological space.

(i) If Ω is compact, then the set C(Ω) of all complex-valued continuous functions

on Ω is a unital Banach algebra with point-wise operations and sup-norm.

(ii) The set Cb(Ω) of all bounded continuous complex-valued functions on Ω is a

unital Banach algebra. If Ω is compact, then Cb(Ω) = C(Ω).

(iii) If Ω is a locally compact Hausdorff space, then the set C0(Ω) of all complex-

valued continuous functions vanishing at infinity is a closed subalgebra of

Cb(Ω), and therefore, a Banach algebra. It is unital if and only if Ω is compact,

and in that case C0(Ω) = C(Ω).

(iv) If (Ω, µ) is a measure space, then the set L∞(Ω, µ) of (classes) of essentially
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bounded complex-valued measurable functions on Ω is a unital Banach algebra

with usual point-wise operations and essential supremum norm.

(v) If X is a normed vector space, then the set B(X) of all bounded linear maps

from X to itself is a unital normed algebra with point-wise operations for

addition and scalar multiplication, multiplication given by (T, S) 7→ T ◦ S,

and norm the operator norm. If X is a Banach algebra, then B(X) is a unital

Banach algebra.

Definition A.1.3. A normed algebra (Banach algebra) (A, ‖·‖) with an involution

∗ : A → A(a 7→ a∗) satisfying

(i) a∗∗ := (a∗)∗ = a,

(ii) (a+ λb)∗ = a∗ + λb∗,

(iii) (ab)∗ = b∗a∗,

(iv) ‖a∗a‖ = ‖a‖2

for all λ ∈ C, a, b ∈ A is called a pre-C∗-algebra (C∗-algebra).

An (Banach) algebra with an involution satisfying conditions (i)− (iii) is called

a (Banach) ∗-algebra. It is well-known that norm on a ∗-algebra which makes it a

C∗-algebra is unique. If A is a C∗-algebra, then ‖a∗‖ = ‖a‖.

Example A.1.4. Suppose Ω is a topological space. The following algebras are C∗-

algebras with involution f 7→ f .

(i) Cb(Ω) is a unital C∗-algebra.

(ii) If Ω is locally compact Hausdorff space, then C0(Ω) is a C∗-algebra. It is unital

if Ω is compact.

(iii) If H is a Hilbert space, then B(H) is a unital C∗-algebra with adjoint as the

involution.

Unitalization

If A is a nonunital algebra we set Ã := A⊕C as a vector space. Define multiplication

on Ã by

(a1, λ1)(a2, λ2) := (a1a2 + λ1a2 + λ2a1, λ1λ2).
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Then Ã is an algebra with unit (0, 1), and is called the unitalization of A. The map

A 3 a 7→ (a, 0) ∈ Ã is an injective homomorphism, which we used to identify A
as a two-sided ideal of Ã. If A is a normed (Banach) algebra, then Ã is a normed

(Banach) algebra with norm

‖(a, λ)‖ := ‖a‖+ |λ| . (A.1.1)

If A is a ∗-algebra, then Ã is a ∗-algebra with involution (a, λ)∗ := (a∗, λ). But Ã
may not be a C∗-algebra with the norm given by (A.1.1). To make it a C∗-algebra,

given (a, λ) ∈ Ã, we define L(a,λ) ∈ B(A) by a′ 7→ aa′ + λa′. Then ‖(a, λ)‖ :=∥∥L(a,λ)

∥∥ = sup{‖aa′ + λa′‖ : a′ ∈ A, ‖a′‖ ≤ 1} makes Ã a unital C∗-algebra. Since

‖a‖ =
∥∥L(a,0)

∥∥ for all a ∈ A, the embedding of A into Ã is an isometry. If A already

has a unit, then the mapping (a, λ) 7→ (a+ λ, λ) identifies Ã = A⊕ C as algebras.

SupposeA,B are ∗-algebras. A ∗-preserving algebraic homomorphism π : A → B
is called a ∗-homomorphism.

• A ∗-homomorphism π : A → B extends uniquely to a unital ∗-homomorphism

π̃ : Ã → B̃.

• A ∗-homomorphism π : A → B from a Banach ∗-algebra A to a C∗-algebra B
is necessarily norm-decreasing.

• If π : A → B is an injective ∗-homomorphism between C∗-algebras, then π is

necessarily isometric.

Commutative C∗-algebras

Suppose A is a unital Banach algebra. We say a ∈ A is invertible if there exists

b ∈ A such that ab = 1 = ba. In this case b is unique and is denoted by a−1. We

define the spectrum of a to be the set

σA(a) := {λ ∈ C : λ1− a is not invertible in A}.

It is well-known that σA(a) is a nonempty compact set. If A is nonunital Banach

algebra, then for any a ∈ A, we set σA(a) := σÃ(a).

Theorem A.1.5. Suppose A is a commutative C∗-algebra. Then there exists a locally

compact Hausdorff space Ω such that A is isometrically ∗-isomorphic to C0(Ω).
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Further, Ω is compact if and only if A is unital, and in that case A ∼= C(Ω).

Let A be a C∗-algebra. Then a ∈ A is said to be projection if a = a∗ = a2,

self-adjoint if a = a∗, normal if aa∗ = a∗a and positive if a = b∗b for some b ∈ A.

In addition if A is unital, then a is said to be isometry if a∗a = 1, unitary if

a∗a = 1 = aa∗.

The set of positive elements in a C∗-algebra A is denoted by A+. If a ∈ A+ we

write a ≥ 0 (or 0 ≤ a). For a, b ∈ A by a ≥ b we mean a− b ∈ A+. Given a ∈ A+

there exists a unique element, denoted by a
1
2 , in A+ such that a = (a

1
2 )2. Given

a ∈ A we have a∗a ≥ 0, and we set |a| = (a∗a)
1
2 . If a ≤ b, then c∗ac ≤ c∗bc for all

c ∈ A. Also for a unital C∗-algebra A we have 0 ≤ a ≤ ‖a‖ 1 for all a ∈ A+.

An approximate unit for a C∗-algebra A is an increasing net {eα}α∈Λ of positive

elements in the closed unit ball ofA such that a = lim aeα (equivalently, a = lim eαa)

for all a ∈ A. Note that in that case a = lim eαaeα. Every C∗-algebra admits an

approximate unit. A C∗-algebra is called σ-unital if it has a countable approximate

unit.

Theorem A.1.6. Let a be a normal element of a unital C∗-algebra A, and suppose

that f1 is the inclusion map of σ(a) in C. Then there exists a unique unital ∗-
homomorphism π : C(σ(a)) → A such that π(a) = f1. Moreover, π is isometric

and ran(π) is the C∗-subalgebra of A generated by 1 and a (i.e., the smallest C∗-

subalgebra containing 1 and a).

GNS representation

A linear map ϕ : A → B between C∗-algebras is said to be positive if ϕ(a) ≥ 0 for all

a ≥ 0. Clearly ∗-homomorphisms are positive maps. All positive linear functionals

are bounded.

Proposition A.1.7. Let φ : A → C be a bounded linear functional. The following

conditions are equivalent:

(i) φ is positive.

(ii) For each approximate unit {eα}α∈Λ of A, ‖φ‖ = limφ(eα).

(iii) For some approximate unit {eα}α∈Λ of A, ‖φ‖ = limφ(eα).
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A positive linear functional φ : A → C of norm one is known as a state on A.

We let S(A) denote the space of all states on A. The state space S(A) is a convex,

compact and Hausdorff space. If a ∈ A, then

• a = 0 if and only if φ(a) = 0 for all φ ∈ S(A),

• a = a∗ if and only if φ(a) ∈ R for all φ ∈ S(A),

• a ≥ 0 if and only if φ(a) ≥ 0 for all φ ∈ S(A),

• If a is normal, then ‖a‖ = |φ(a)| for some φ ∈ S(A).

A positive element a of a C∗-algebra A is called strictly positive if φ(a) > 0 for all

φ ∈ S(A). A positive element a ∈ A is strictly positive if and only if the closed

right ideal generated by a is the whole of A. A C∗-algebra is σ-unital if and only if

it has a strictly positive element.

Suppose A0 is a C∗-subalgebra of A and φ is a positive linear functional on

A0. Then there exists a positive linear functional φ′ on A extending φ such that

‖φ‖ = ‖φ′‖.

Theorem A.1.8. Let φ be a state on a unital C∗-algebra A. Then there exists a Hilbert

space H, a unital ∗-homomorphism π : A → B(H) and a unit vector x ∈ H such

that φ(a) = 〈x, π(a)x〉 for all a ∈ A.

The triple (H, π, x) is called a GNS-construction for φ. It is said to be minimal if

H = span π(A)x. In that case x is called a cyclic vector. Minimal GNS-constructions

are unique up to isomorphism.

A representation of a C∗-algebra A is a pair (H, π) where H is a Hilbert space

and π : A → B(H) is a ∗-homomorphism. If both A and π are unital, then we say

the representation is unital. We say (H, π) is faithful if π is injective. The direct

sum of a family of representations {(Hα, πα)}α∈Λ of A is the representation (H, π)

obtained by setting H = ⊕Hα, and defining π(a)(⊕αxα) := ⊕απ(a)xα for all a ∈ A
and all ⊕αxα ∈ H. Then (H, π) is indeed a representation of A.

Theorem A.1.9 (Gelfand-Naimark). If A is a (unital) C∗-algebra, then it has a faithful

(unital) representation.

As a consequence, given a C∗-algebra A there exists a unique norm on Mn(A)

making it a C∗-algebra.
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A.2 von Neumann algebras

Let H be a Hilbert space and X ⊆ B(H) be a subset. The commutant of X is

defined by

X ′ := {T ∈ B(H) : TS = ST for all S ∈ X}.

The double commutant of X, denoted by X ′′, is the commutant of X ′. If X is convex

subset, then the SOT closure of X in B(H) coincides with the WOT closure of X.

Definition A.2.1. A ∗-subalgebra A of B(H) is called a von Neumann algebra if A is

SOT (equivalently WOT) closed in B(H).

Since the SOT is weaker than norm topology, a von Neumann algebra is neces-

sarily a C∗-algebra. If A is a nonzero von Neumann algebra, then it is unital. But

the unit may not be the identity map of the underlying Hilbert space.

Theorem A.2.2 (Double commutant theorem). Suppose A is a unital ∗-subalgebra of

B(H). Then A is a von Neumann algebra if and only if A = A′′.

If A ⊆ B(H) is a ∗-algebra, then its commutant A′ is a von Neumann algebra

on H. If A is unital also, then A is SOT (as well as WOT) dense in A′′, that is, A′′

is the SOT (as well as WOT) closure of A. Thus, A′′ is the smallest von Neumann

algebra containing A.

If {Hα}α∈Λ is a family of Hilbert spaces and Aα is a von Neumann algebra on

Hα, then the direct sum ⊕Aα is a von Neumann algebra on ⊕Hα.

Suppose A is a von Neumann algebra on a Hilbert space H. Then

• A contains projections, and A is the closed linear span of its projections.

• If a ∈ A is with polar decomposition a = v |a|, then v ∈ A.

• If idH ∈ A and T ∈ B(H), then T ∈ A if and only if T commutes with all the

projections of A′.
• Mn(A) is a von Neumann algebra on Hn.

Theorem A.2.3 (Kaplansky density theorem). Suppose A0 is a C∗-subalgebra of B(H)

with SOT closure A in B(H).

(i) The set Asa0 of all self-adjoint operators in A0 is strongly dense in the set Asa
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of all self-adjoint operators in A.

(ii) The closed unit ball of Asa0 is strongly dense in the closed unit ball of Asa.
(iii) The closed unit ball of A0 is strongly dense in the closed unit ball of A.

(iv) If idH ∈ A, then the unitaries of A0 are strongly dense in the unitaries of A.

Corollary A.2.4. Suppose A is a C∗-subalgebra of B(H). Then the following are

equivalent:

(i) A is a von Neumann algebra.

(ii) The closed unit ball of A is SOT-closed.

(iii) The closed unit ball of A is WOT-closed.

Normal maps

Suppose H is a Hilbert space and {Tα} is an increasing net of hermitian operators

on H such that sup ‖Tα‖ <∞. Then there is an operator T ∈ B(H) such that the

following holds:

• T = supTα, i.e., if Tα ≤ T for all α and if S is any other hermitian operator

satisfying Tα ≤ S for all α, then T ≤ S.

• Tα −→ T in WOT.

• Tα −→ T in SOT.

• Tα −→ T in σ-weak topology.

If A is a C∗-algebra contained in B(H), then A is weak∗ closed if and only if it

contains the supremum of every bounded increasing net of hermitian operators in

the algebra.

Definition A.2.5. Let A,B be von Neumann algebras. A positive linear map ϕ : A →
B is said to be normal if ϕ(aα)

SOT−−→ ϕ(a) for any increasing net {aα}α∈Λ in A that

converges strongly to a.

Note that, von Neumann algebras are order complete, i.e., any bounded increas-

ing net of positive elements in a von Neumann algebra converges in the strong oper-

ator topology to its unique least upper bound. Normal maps are order continuous,

i.e., lim sup
α

ϕ(aα) = ϕ(lim sup
α

aα) for each bounded increasing net {aα}α∈Λ.
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Proposition A.2.6. Every ∗-isomorphism between von Neumann algebras is normal.

Theorem A.2.7. Let A ⊆ B(H),B ⊆ B(G) be von-Neumann algebras and ϕ : A → B
be a positive linear map. Then the following are equivalent:

(i) ϕ is normal.

(ii) ϕ is σ-weakly (weak∗) continuous.

(iii) For every increasing net {aα}α∈Λ ⊆ A+ with least upper bound a ∈ A+ the

increasing net {ϕ(aα)}α∈Λ ⊆ B+ converges σ-weakly to ϕ(a).

(iv) For every increasing net {aα}α∈Λ ⊆ A+ with least upper bound a ∈ A+ we

have

lim
α
〈g, ϕ(aα)g〉 = sup

α
〈g, ϕ(aα)g〉 = 〈g, ϕ(a)g〉

for each g in a norm-dense linear submanifold of G.

(v) For every increasing net {aα}α∈Λ ⊆ A+ with least upper bound a ∈ A+ we

have

lim
α
〈g1, ϕ(aα)g2〉 = 〈g1, ϕ(a)g2〉

for all g1, g2 in a total subset of G.

(vi) Restriction of ϕ to bounded sets is strongly continuous.

Any positive linear map between von Neumann algebras that is strongly contin-

uous is normal. The converse is not necessarily true.

A.3 Completely positive maps

Definition A.3.1. Let A,B be C∗-algebras. A linear map ϕ : A → B is said to be

completely positive (CP-) map, if
∑n

i,j=1 b
∗
iϕ(a∗i aj)bj ≥ 0 for all ai ∈ A, bi ∈ B.

Proposition A.3.2. For a map ϕ ∈ B(A,B) the following conditions are equivalent:

(i) ϕ is a CP-map.

(ii) The maps ϕn : Mn(A) → Mn(B), defined by ϕn([ai,j]) := [ϕ(ai,j)] is positive

for all n ∈ N.

(iii) ϕn is CP-map for all n ∈ N.

If either A or B is a commutative C∗-algebra, then any positive linear map from
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A to B is a CP-map. In particular, positive linear functionals on a C∗-algebra are

CP-maps.

Suppose ϕ : A → B is a CP-map. Then ϕ is bounded. If {eα}α∈Λ is an approxi-

mate unit for A, then ‖ϕ‖ = sup ‖ϕ(eα)‖. (If A is unital, then ‖ϕ‖ = ‖ϕ(1)‖.) Also

for all a, a1, · · · , an ∈ A,

• ϕ(a∗) = ϕ(a)∗,

• ϕ(a∗a′)ϕ(a′∗a) ≤ ‖ϕ(a′∗a′)‖ϕ(a∗a),

• ϕ(a∗)ϕ(a) ≤ ‖ϕ‖ϕ(a∗a),

•
[
ϕ(a∗i )ϕ(aj)

]
≤ ‖ϕ‖

[
ϕ(a∗i aj)

]
in Mn(B).

Theorem A.3.3 ([Sti55]). Let A be a unital C∗-algebra and H be a Hilbert space.

Suppose ϕ : A → B(H) is a CP-map. Then there exists a Hilbert space K, a unital

∗-homomorphism π : A → B(K) and V ∈ B(H,K) with ‖ϕ(1)‖2 = ‖V ‖ such that

ϕ(a) = V ∗π(a)V .

The triple (K, π, V ) is called a Stinespring representation for ϕ. It is said to

be minimal if span π(A)V H = K. Minimal representation is unique up to unitary

isomorphism.

Suppose A is a unital C∗-algebra and X is a subset of A containing 1A.

• If X = {a ∈ A : a∗ ∈ X}, then X is called an operator system.

• If X is a subspace of A = B(H) we call X an operator space. (See Appendix

A.6.)

• If X is a subalgebra (not necessarily ∗-closed) we call X an operator algebra.

Theorem A.3.4 (Arverson’s extension theorem). Let A be a C∗-algebra, X be an op-

erator system and ϕ : X → B(H) be a CP-map. Then there exists a CP-map,

ϕ̂ : A → B(H), extending ϕ.

A C∗-algebra B is called injective if for every C∗-algebra A and operator system

X ⊆ A, every CP-map ϕ : X → B can be extended to a CP-map on all of A.

Let A,B be C∗-algebras, X ⊆ A an operator space, and let ψ : X → B be

a linear map. If ψ is bounded, then ψn is also bounded with ‖ψn‖ ≤ n ‖ψ‖ for

all n ∈ N. We call ψ a completely bounded (CB-) map (respectively, completely

contractive) if ‖ψ‖cb := supn ‖ψn‖ < ∞ (respectively, ‖ψ‖cb ≤ 1). Note that ‖·‖cb
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is a norm on the space CB(A,B) of all CB-maps. We call ψ a completely isometry

if each ψn is isometric, and a complete isomorphism if it is a linear isomorphism

with ‖ϕ‖cb , ‖ϕ−1‖cb <∞ . All CP-maps ϕ are CB-maps with ‖ϕ‖cb = ‖φ‖, which is

equal to ‖ϕ(1)‖ if X is an operator system. If B is commutative unital C∗-algebra,

then all bounded maps ψ : X → B are CB-maps with ‖ψ‖cb = ‖ψ‖.

Theorem A.3.5 (Arverson). Let A be a C∗-algebra, X ⊆ A a subspace with 1 ∈ X,

and let ψ : X → B(H) be a unital complete contraction. Then there exists a CP-map

ϕ : A → B(H) extending ψ.

Theorem A.3.6. Let A be a unital C∗-algebra and ψ : A → B(H) be a CB-map. Then

there exists a Hilbert space K, a ∗-homomorphism π : A → B(K) and Vi ∈ B(H,K)

with ‖ϕ‖cb = ‖V1‖ ‖V2‖ such that ψ(a) = V ∗1 π(a)V2 for all a ∈ A. Moreover, if

‖ψ‖cb = 1, then Vi may be taken to be isometries.

The following Wittstock’s decomposition theorem says that CB-maps on a unital

C∗-algebra are the linear span of CP-maps. See [Pau02, Theorem 8.5] for details.

Theorem A.3.7. Let A be a unital C∗-algebra and ψ : A → B(H) be a CB-map.

Then there exists a CP-map ϕ : A → B(H) with ‖ϕ‖cb ≤ ‖ψ‖cb such that ϕ±Re(ψ)

and ϕ± Im (ψ) are all CP-map.

A.4 Semigroups

Generators of semigroups

Definition A.4.1. LetA and B be two C∗-algebras such that the former is a subalgebra

of the latter, and L : A → B be a bounded linear map with the property that L is

real, that is, L(a∗) = L(a)∗ for all a ∈ A. We call L conditionally completely positive

(CCP) if
∑n

i,j=1 b
∗
i L(a∗i aj)bj ≥ 0 for all ai ∈ A and bi ∈ B satisfying

∑n
i=1 aibi = 0

and for all n ∈ N.

Theorem A.4.2. A bounded linear adjoint-preserving map L from a unital C∗-algebra

B to itself is CCP if and only if etL is CP for all t ∈ R+.
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Definition A.4.3. A semigroup on a Banach space X is a family T� = {Tt}t∈R+ of

bounded operators on X with the following properties:

(i) T0 = idX .

(ii) Ts+t = Ts ◦ Tt for all s, t ∈ R+.

A semigroup is said to be uniformly continuous (UC) if t 7→ Tt is norm continuous

(i.e., ‖Tt − I‖ −→ 0 as t→ 0+).

Theorem A.4.4. Let X be a Banach space and T� = {Tt}t∈R+ ⊆ B(X) be a semi-

group. Then T� is UC if and only if there exists L ∈ B(X) such that Tt = etL for

all t ∈ R+ and L(x) = lim
t→0+

Tt(x)−x
t

for all x ∈ X.

Proposition A.4.5. Let X be a Banach space, L ∈ B(X) and Tt := etL for all t ∈ R+.

Then

(i) ‖Tt‖ ≤ e|t|‖L‖.
(ii) T : [0,∞)→ B(X) given by t 7→ Tt is continuous.

(iii) T : [0,∞) → B(X) is infinitely differentiable and dnTt
dtn

= LnTt = TtL
n as

operators on X for n = 0, 1, 2, · · · .

Now from here onwards we assume that X = B is a C∗-algebra.

Definition A.4.6. Let T� = {Tt}t∈R+ is a UC-semigroup on B. Then the operator

L ∈ B(B) defined by L(b) = lim
t→0+

Tt(b)−b
t

is called the (infinitesimal) generator of T�.

Proposition A.4.7. Let T� = {Tt}t∈R+ be a UC-semigroup on B with generator L ∈
B(B). Then Tt is CP for all t ∈ R+ if and only if L is CCP and L(b∗) = L(b)∗ for

all b ∈ B.

CP-semigroups

Definition A.4.8. A CP-semigroup on a C∗-algebra B is a semigroup ϕ� = {ϕt}t∈R+

of CP-maps ϕt : B → B. If B is unital, then ϕ� is said to be unital if all ϕt are

unital.

Theorem A.4.9. The formula ϕt = etL establish a one-one correspondence between
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UC-CP-semigroup on B and hermitian CCP mappings L ∈ B(B).

Proposition A.4.10. Let ϕ� = {ϕt}t∈R+ be a UC-contractive semigroup on a von

Neumann algebra B with generator L ∈ B(B). Then ϕt is normal for all t ∈ R+ if

and only if L is σ-weakly (and hence σ-strongly) continuous on any norm-bounded

subset of B.

Proposition A.4.11. Let B be a unital C∗-algebra, let y be an element in a pre-Hilbert

B-B module F and let p ∈ B. Then L(b) := bp+ p∗b+ 〈y, by〉 is CCP and hermitian

so that ϕ� = {etL}t∈R+ is a UC-CP-semigroup.

Theorem A.4.12. Let ϕ� = {ϕt}t≥0 be a normal uniformly continuous CP-semigroup

on a von Neumann algebra B with generator L. Then there exists a two-sided von

Neumann B-B-module F , an element y ∈ F and an element p ∈ B such that L(b) =

bp + p∗b + 〈y, by〉 and such that F is the strongly closed submodule of F generated

by the derivation d(b) := by− yb. Moreover, F is determined by L up to (two-sided)

isomorphism.

Let L ∈ B(B) be a hermitian CCP map which is σ-weakly continuous on all

norm-bounded subsets of B. Then ϕ� = {etL}t∈R+ is a normal UC-CP-semigroup

on B with generator L. Then a triple (F, y, p) obtained as in above theorem is known

as a dilation for L and it is said to be minimal if F is the strongly closed submodule

of F generated by the derivation d(b) = by − yb.

E0-semigroups

Definition A.4.13. An E-semigroup on a C∗-algebra B is a semigroup ϑ� = {ϑt}t∈R+

of endomorphisms ϑt : B → B. If B is unital and all ϑt are unital, then we call ϑ�

a E0-semigroup.

Definition A.4.14. Suppose ϑ� = {ϑt}t∈R+ is a E0-semigroup on a unital C∗-algebra

A. A left (right) cocycle in A with respect to ϑ� is a family u� = {ut}t∈R+ of
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elements ut ∈ A satisfying

us+t = utϑt(us)
(
us+t = ϑt(us)ut

)
and u0 = 1. A cocycle is positive, contractive, isometric, unitary if so is ut for all t.

Proposition A.4.15. u� is a left cocycle in A if and only if u�∗ := {u∗t} is a right

cocycle. In this case ϑ�u = {ϑu
t}t∈R+ with ϑu

t (·) := utϑt(·)u∗t is a CP-semigroup on

A. This semigroup is unital, an E-semigroup, an E0-semigroup if and only if u� is

co-isometric, isometric, unitary, respectively.

Definition A.4.16. We say the semigroup ϑ�u is conjugate to the semigroup ϑ� via

the cocycle u�. We say two E0-semigroups ϑ�, ϑ
′� on A are outer conjugate, if ϑ

′�

is conjugate to ϑ� via a unitary cocylce u�.

Remark A.4.17. Outer conjugacy is an equivalence relation among E0-semigroups on

A.

A.5 Dilations of semigroups

Definition A.5.1. Let ϕ� = {ϕt}t∈R+ be a unital CP-semigroup on a unital C∗-algebra

B. A dilation of ϕ� is a quadruple (A, ϑ�, i, p) consisting of a unital C∗-algebra A,

an E0-semigroup ϑ� = {ϑt}t∈R+ on A, a canonical injection (i.e., an injective ∗-
homomorphism) i : B → A, and an expectation p : A → B (i.e., a unital CP-map

such that i◦p is a conditional expectation onto i(B)) such that the following diagram

is commutative (i.e., p ◦ ϑt ◦ i = ϕt for all t ∈ R+).

B B

A A

ϕt

ϑt

i p

A dilation (A, ϑ�, i, p) of ϕ� is a weak dilation, if i ◦ p(·) = i(1)(·)i(1).

Definition A.5.2. A pair (A, j�) consisting of a unital C∗-algebra A and a family
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j� = {jt}t∈R+ of ∗-homomorphisms jt : B → A is a weak Markov flow for the

CP-semigroup ϕ�, if

jt(1)js+t(b)jt(1) = jt ◦ ϕs(b) for all s, t ∈ R+, and b ∈ B.

A weak Markov quasiflow is a weak Markov flow (A, j�) except that j0 need not be

injective and A need not be unital.

If (A, ϑ�, i, p) is a weak dilation, then the ∗-homomorphisms jt := ϑt ◦ i form

a weak Markov flow. Thus a weak dilation gives rise to a weak Markov flow. In

[Bha99] Bhat proved that the converse is true under certain minimality condition

on a weak Markov flow.

A.6 Operator spaces

Definition A.6.1. A matrix norm {‖·‖n}n∈N on a vector space X is an assignment

of a norm ‖·‖n on the matrix space Mn(X) for each n ∈ N. An operator space is

a pair (X, {‖·‖n}n∈N) consisting of a vector space X and a matrix norm {‖·‖n}n∈N
satisfying:

(R1) ‖λxλ′‖n ≤ ‖λ‖ ‖x‖n ‖λ′‖ for all λ, λ′ ∈Mn(C), x ∈Mn(X);

(R2) ‖x⊕ y‖n+m = max{‖x‖n , ‖y‖m} for all x ∈Mn(X), y ∈Mm(X).

We say that a matrix norm is an operator space matrix norm if it satisfies the above

two conditions (called Ruan axioms).

Example A.6.2. (i) Given a Hilbert space H, the operator norms on B(Hn) defines

an operator space matrix norm on B(H), and so B(H) is an operator space.

(ii) Given Hilbert spaces H and K, B(H,K) is an operator space. We use the

identifications Mn(B(H,K)) ∼= B(Hn, Kn) to determine a matrix norm on

B(H,K). Alternatively, we may consider B(H,K) as a subspace of B(H ⊕K).

(iii) If A is a C∗-algebra, by fixing a faithful representation of A on a Hilbert

space H we may regard Mn(A) as a C∗-subalgebra of B(Hn). Then A has a

canonical operator space structure, namely by assigning to each Mn(A) the

unique norm that makes it a C∗-algebra. Note that the matrix norm does not

depend on the representation.
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(iv) Suppose X, Y are operator spaces and ψ : X → Y bounded linear map.

Consider the dual spaces X∗ = B(X,C) = CB(X,C) and Y ∗ = B(Y,C) =

CB(Y,C), and define ψ∗ : Y ∗ → X∗ by ψ∗(φ)(x) = φ(ψ(x)). From Hahn-

Banach theorem, ‖ψ∗‖ = ‖ψ‖. Now

Mn(X∗) 3 f = [fij] 7→
(
x 7→ [fij(x)]

)
∈ CB(X,Mn(C))

defines a linear isomorphism from Mn(X∗) → CB(X,Mn(C)), which we use

to determine the norm on Mn(X∗). Thus we have the isometric identification

Mn(X∗) = CB(X,Mn(C)). The matrix norms on X∗ determine an operator

space space. If ψ : X → Y is a CB-map, then ‖ψ∗n‖ = ‖ψn‖ for all n ∈ N and

‖ψ∗‖cb = ‖ψ‖cb.

Theorem A.6.3 ([Rua88]). Suppose that X is a vector space and ‖·‖n is a norm on

Mn(X) for each n ∈ N . Then X is completely isometrically isomorphic to a linear

subspace of B(H), for some Hilbert space H, if and only if the conditions (R1) and

(R2) hold. In other words, if X is an operator space, then there exists a Hilbert

space H, a subspace Y ⊆ B(H), and a complete isometry ψ : X → Y .

For more details on operator spaces see [BLM04, ER88, Rua88].
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