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1. IxTeobucTioN

Inthe [est deealo the probum of sampling with varying probabilities without
replacement has received congiderablo attention and o number of cstimators havo been pro-
posed. Dus (1031) arel Des Raj (1050) have given somo ordered estimators, that is, estimators
which take into account the order in which the units are drawn. In this paper it is shown
that correspording Lo any binsed or unbiased onlered cstimator thero exists an unordered
estimator which is moro cfficient than the former. Tho technique of improving the orderal
estinmtors by unenlered ones i also oxplained.  This mothed is applicd to the sot of cstima-
(ors given by Das sl to one sct of Des Raj's estimators which provido unbiased estimates
of the population total and also to the unbinsed variance estimators considered by them.
(2,5, s Zop, ore of Sections 3 anil 4).  Comparcd to other kuown estimators the cstimator
of Des Raj has two remarkable properties : (i) Z,( is moro cfficient than the corresponding
estimator for sampling with replacement as shown by Roy Choudbury (1956) and (ii) vy
is non-negative. It is shown that the technique of unordering preserves a fortiori the first
property and retains the second proporty in two particular cascs. In sampling the first unit
with varying probability and tho rest with equal prolability without replacenient, unordor-
ing of Das’ estimator yiells tho familiar unbiased ratio estimator,

2, UNORDERED ESTIMATOR

In vampling % units without repl ¢ from a finite p

will bo ( ¥

of N wnits, there

)unnn!crcd eamples (s). Correaponding to any jere samplo {s) of sizo n

units, there will bo n! orlered anmples (8i). Let z,;{s = 1,2,... (;} =012, ., M (=nl)}
be an csti of a population | 0 based on the ordercil sample (si). Consider
a acheme of aclection in which the probability of selecting the ordered sample (si) is p,,.
Then the probability’p, of geiting the unordered xample (s) is tho sum of tho probabilitics
of getting the ordered samples corresponding to (s)

3
That is, P zp”.

o
Theorom 1: If 0, = z,; und 0,, = Zx,, P (where py = p,lp,) are estimalors

£}
of the population parameter @ then,
Q) EdBo) = £ibo)
and (i) V() € V(b))
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where X and V stand for exprelation und variunce reapectively,

Proof :
#) ) »
£y = Z Oyps = Z Z 2y 7= E00).
e el

The varinnces of tho eatimators §, and 8y, aro given by

(%) &) a
Wy = {3 «tp- (5 r..)'} - (20
-l =) Y
5 M N
0= {355 ri ) e (3 Soran)). -
[ErR C=r=l
()
Therefore, l'(ﬂ,) —l’(av) = {Z i (.7,, Z 2 Pu )’ Pr } w {23)
=] =l [}

This shows that the variance of the unordored estimator 8, js less'than or. cqual to that of the
ordered estimator §,.

Corollary :
(i) The mean square error of Dy is lean than or equal lo that of 8.
@y I V,(l’, = 1, is an ordered estimator of V(B,), then V,-(l’,). an unordered estimator

of V(8,), wchich hus a leaser mean mpuare error than V,'(a.,) i8 given by

M

Vo iba) = {Z vy P;«}. . (24)

=1
(iif) An estimulor v,;(ov) of the rurinnce of B is given by
i
v('wv) = {%"‘Z(I ’t—”u)l’;r}_ - (25)
-1
(i) The 2kth moment of B in leas than or equal to that of 8.
Thot i, E(0y—E@ < EBo—EBN™.

It may ho noted that an eatimalor hasedion mim = 2, )/ —1) ordered samples drawn
from the M onlered samples corresporndling to the lered mample (<) with probability
proportinnal to the wmwm of their prohnbilities will bo mory eflicient than 1he onbered ewtie

mator 0..
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ESTIMATORS IN SAMPLING WITHOUT REPLACEMENT
3. UNORDERISG OF DES TAJ'S ESTIMATORS

Let & samplo of sizo n bo drawn from a finito population of N units with varying
probabilitics without replacement.  Suppowo the probabilitics of selection at tho first draw
aro

.
(phi=1, .N).p,>0,2m= L e (31
i=1

The schome of solection of & unit at & particular draw depends on the unite alreardy drawn in
tho sample and not on the ordor in which they were drawn. For instance, the probabilities
of sclection at the third draw given that the k-th and {.th units hiave alrendy been chosen in
the first two draws will be given by

{ l_;._—“}.(j'#k#’)-

Lot (1, Yg» o2 ¥a) 80 (P, Pyu +ory Pa) Lo tho values of the units arranged in the order of

scloction in tho samplo drawn according to the above scheme and their respective initial
probabilitics. Ono of the sots of cstimators given by Des Raj in this situation is given by

Tyip = {%:_ }
= U (- 1.2
Ing { .'/|+p' (1-p) } . - (3.2)
Trin = P19yttt ( ]”T' ) (1=pr—py—+=Prut
-
Each of the above eatimators is unbiased for tho population total and, therefore,
-
=t { ‘Zz,,,}. 33
is also so. By making uso of the fact that r,y and x,y (j # j') aro uncorrelated, Des Raj

was able to get a non-negative estimator of the variance of T, which is given by

V) = v = "(n;_”{ Z; (mg—2a*} - 34

By applying the carlior theorem to ,; and ry we get more efficient estimators of
the population total’and the variance of Z, respectively.
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Thoorem 2:  Unordesing of the ordered estimulor,

. .
b= 3 am Do = bna=urtyrk byt U lp e 00)
1=l 31

"
yiekle an unordered estimutor which ia independent of the act ¢}, { Z g=I } » wmely,
=

£ Pty
o . (30)

where P{afl) is the conditional probability of getting the unordercd sumple (s) given that I-th wunit
has been selected ab the first draw and pla) ia the wnconditionul prohability of yeiting (x).

Proof: Let P(afly, Iy, ... ;) denoto the eonditional probability of getting the unordere?
samplo {s) given that I-th, Ii-th, ..., J; th units havo been sclected in the first § draws,

Tho coefficient of y; in the cstimator got by unordering 8, in the usual way
1

(Theorem 1) is given by r) times
" -1
Z €, Z Z —— _ PiPoPyecPaa x
4 T=pud(I=pus—Pua)e (L =Pa—~Pra— Pt
= =N S
byt Lt

X Plofllylg e ly) }

Pi PPz Py %
(A =pn)(1=Pr—pr)e- (1 =Pry—Prs— s —P131)

2
Lt s dja

LA A

X Plaflldy o) % '_‘ﬂ"—ll’?‘ £,] ©n
(]

The cocfficientr of ¢, in tho abovo expression is P(afl). The theorem will he proved
if wo show that the'tocflicient of ¢;,, Is equal to that of ¢, in the expression (3.7).

The first (j—1) terms in both tho coefficients aro the same. Tho j-th and {(j+1)th
terma in the cocfficient of ¢, reduce to tho j.th term in the cuefficient of ¢; beeauso of tho
oquality

POty ) = S _(l—_r.?ﬁ?—_.--m;-_.) X Pafldy o B

1
YRR Iy
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ENTEMATORS IN SAMPLING WITHOUT REPLACEMENT

i y Pl
- — 1=l
0,=7 = e

Thercfore,

The estimator given in (3.6} iv a special caso of & gencral class of eatimators consilered
hy Nanjamma, Murthy and Scthi, in an unpublished paper submitted to Sankhya

Sinco the unbiased extimators x,;; and 2,0 (5 % §°) of tho population total Y are
uncorrelated, we get

[

Z Z Ty Toig) P = Y3

o
As this is truo for all the (:: )[mim of the n estimators,

@ u "

> A

-t del >y

1lence an unbinsed eatimator of ¥2 ia given by

M m
P 1
(=L > (z:,“ z,‘,.) Pue . (38)
(._,) i1 3>
From this it follows that an unbiased estimator of the variance of 2, is
1 M ) L3
V@) =38~ Ny z (Z i l’w’)P'x
(2) = >y

= ,(‘,—” (> Pumipian— Pty +2 > () Poit)= Parei i s . @)
el >

The following particular cases of equations (3.0) and (3.0) will now bo considered.

(i} Siomple random sampling without seplacement, In this caso the

estimators
2,,, T, and their variances are given by

Tu= ‘,l. {Z(.\'+n+1—2j;y,}. . (3.00)

IE0
!,=':_'{Zy,}. @31y

=1

. 3 [ e 1—1

Ve =% {-\(N—n)ﬂ- i } @31
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and Vi) = Z NX¥-n), . @13
X

where :l{Z(y.—P)'}.
1

Therefore, F(xa) —1(2) = ‘J%l ol e (304)

Comparison of tho alwvo exprowions fur tho variances shows that F(z,) < Viz,). This is
otherwizo obvious also as N is known to be tho best unbiasced linear estimatorof Y. It ia
interesting to note that the variance cstimator of 2, given in equation (3.9) reducea to the esti
mator commonly used, namely,

Pyir) = N(N—n) ';’ - @15

where = n_ll { i (.'/.'—ﬂ)'} .

It may be pointed out that the divorgonce of Des Raj's estimator from the best
unbiased linear estimator led to a search for a more efficient estimator.!

(ii) Sampling of two units with varying probabilities without repl t. This
case is of importance as in actusl practico one will, in general, bo choosing two units from
each stratum in stratified sampling. In this caso 2,; and Z, are given by

= ¥ -
= H{utp b +a-p 2}, - (310)

__ o () :
and %= o (0-r Bt a—m 2. . @1

The sampling variances of theso two catimators are given by

[&))]
V(Z,.)—}{‘Z-Ihpl("—p.—p,)( u r.)} - (319)
) a ) .
d vie) = "R (U %), w @1
o ) {z plp’(’—}’l—ﬂl) (Pl ?l)} @19
¢ Labiri conjoctured that Des Raj's imators can bo imp by weighting tho different
ordorod esti by thoir rosy probabilitics and in fact Uho catimator given in (3.17)
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ESTIMATORS IN SAMPLING WITHQUT REPLACEMENT

(¥}

. Tra-bE) = (ot [ _t)'E - (32
Therefore (=12 l{z P AR (0! (320)
In the case of simplo random pling without repl the expression (3.18) above
becomea

Ve ~Tie) =%,

which is & particular case of the exprossion (3.12).

‘The eatimator of variance of 2,; given by Dos Raj is,
Putra) = vy = pi1—p (L—B)", - (320
) = vy =} {1—py) ( n r.) 3.21)

By applying tho earlior theorom to this v,r, we get & moro cfficient eatimator of the veriance,
namely,

Vo 2a) = H(1—pi—py) (%' —I’T")'. - 32
1) ¢

and this also is non-negative, Substituting the relevant valucs jn equation (3:7), we get an
unbinsed cstimator of the variance of 2,, namely,

Dotz = U=Pl=pll=py=pg) (g\ y.)'

. {3.23
“E=m—rlt B

which is always non-negtive.

4. UNORDERING OF DAS’ ESTIMATORS

Vith the notation adopted in section 3, theeot of estimators proposed by Das is given

by,
= (%“)
= L (l—Pl) Yr
i V-7 P Pn)
o Q=P HL=py =) oo (1= Py =Py = Pacs) (Yn m
A= R () -
Yach of the above cuti is unbinsed for the population total Y and eo is their mean
&= —:'Z Loy (1.9)
[
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An unbiased estimator of the variance of z;, is
” -
- . 1 . N-1 .

In =umpling the Kt unit with varying probability and the remaining {n—1) units
from {X'— 1) units with equal probability without replacement, the estimator 2;; becomes

£y
' ’Tl. {l“:_l'}. - W

Applying the Thevremn 1 to this 2y, we grt the unordered estimator

=

e (45)

o
1
;aF s

¥

This shuws that the above unbiused ratio estimator is more efficicnt than the estimator given
by Das.  Lahiri (1931) and Midjuno (1952) have given sampling procedurcs which lead to the

above estimator,
Substituting the relevant valucs in equation (2.5) we got an unbissed varianco esti-

mator of Z,, namely,

(¥- l)(;}:‘ly‘) ' el (Jiﬁ)

" (‘éy‘) e {48)

Pog) =20
5. NuMeuicaL Exaspres

To study the relative performanco of tho orderel and unordered estimators, the
following population given by Yates and Grundy (1953) will bo considered.

unit  p y vlp
1 1 0.5 5
2 2 1.2 [}]
3 3 2.1 7
4 4 3.2 8
total 1.0 1.0

This was deliberately chosen by them as Leing moro extremo than will normally be encoun-
tered in practice, Tho object is to estimato the population total by sclecting two unite.
Two schemes of selection will bo considered:
Case (i): first unit with varying probability and second unit with equal probability
without replacoment)
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ESTIMATORS IN SAMPLING WITHOUT REPLACEMENT

bilities without repl

Caso (il):  Doth tho units with varying y

For the prupuse of compnrison, the cstimator and tho varinnce estimator proposed by
Horvitz and Thompson (1952) together with tho variance estimator given Ly Yates and
Grundy aro also considered,

For the sako of convenicnco, the expressions for tho different estimntors given in
subsequont tables aro given below. Supposo (y,, y,) is tho ordered sample drawn from a
finite population of N units.

Case (i):
1
zo=§ {4 (%:) +H¥=1yw}. B
== fepy (8 ) —yony )
P = va= g {u-pa(¥ ) —ov-umf 2
Poiz,) = it Py 53

Pitpy
7 AR TEC A PR (RN R PA R

(En=2) P+ =2 )Py

Py e = Potza) — P - (55)
Z = lé;%y-. - 58)
7, (224)="Zc=’~".¥—'2—;l{yf+y§+2(n'—l)u.y.} )
oz = %:L. - (58)
2, = z_:}z:}, )
Potzy =zt {W‘J’J } e (5.10)
dur = ({,—l )+{ " ) whoro m = 1 «.\’-2),3[.+u
and {(Y=2)p+1). e (311)
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My MM

Var ) = 1=m) ("ﬁf )+a-m ( ﬁ RERL=ULETN

where My = f{'-'l) . (812)
=0y (4t
Vro Gar) —UT‘-‘ (ﬂ: by ) . e {6.13)
Case (i}

zu=i{a+p) (8 )+a-pa {2)}.
Tz = d1—pye (% 22 ).
Dotz = H0=p) =) (-5 )"

z, =m{ 1-pa (8) +0-pa( 2)}.

2=p,—p R
n=i{(8)+ g ("l’")(‘;‘)} w6149

Vol = vz — } { (%’ ! ““’"(3")+ "” !LI_L} (5.15)

)
Potz = g {0=piintU=pi ). e 1616)
. 1 . .
2, = e {(1—P:)!-|+(1—P1)=n}~ - {817)
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ESTIMATORS IN SAMPLING N\'ITHOUT REPLACEMENT

UNBIASED ESTIMATE OF ERROR VARIANCE CASE (i

, ) - . . 2. 2 .z »
smplo  Volr)  Vyleg) Vo) o Vlzg Vol Volt) Verlpg) VeoGpg

12 .20 1.88 1.87 43,80 18,48 148 -1 1.51
” a1 2.31 y-2.30 14,20 24,93 13,85 .27 4.33
1) 0.80 3.48 3.2 241.80 45.38 14.88 6.43 7.3
2 2.72 188 1.87 4.8 18,48 448 =L 1.5
2 .58 R e 15.64 3.4 1.62 a7 2
4 5.76 3.16 1.94 34.20 2.6 —-1.08 3.0 3.05
h1 2.89 3.37 2.30 -81 28.03 14.85 287 1483
32 Rt 48 o —-4.70 ER1} 1.62 7 2
M LR 2.69 .60 —13.59  —20.001 -21.20 30 W72
41 2,72 3.48 .23 -3.72 45,38 14.58 8.44 7.3¢
42 0 2.18 1.94 -13.38 2.8 —4.09 3.03 3.08
43 58 2.60 2.60 —24.82  -20,01 -—21.20 _ 3.0 32

true orror

vorisnce  2.223 2.223 2,103 8.701 9.701 0.363 2,884  2.884

variance

of osti-

matod orror

varinneo 1.6912 807 L1543 2583.00 491.72 194.33 4017 85NS

UNBIASED ESTIMATE OF ERROR VARIANCE CASE (ii)

) Ty A A & . A A L n
ample  Vol2,) Vgl Volt)  Pelly Vgt Volt) Varap VyoFpp

12 .20 .18 17 93.20 40.60 42,95 . —-8.20 A1
13 .81 .83 .59 114.20 48.17 8412 - —470 1.62
4 1.82 1.22 1.08 134.80 47.82 27.39 - .GR 2.79
2 .8 8 17 10.84 39.60 2.95  —8.20 R
23 .18 e a2 11.78 .83 .1 =37 .38
2 N 48 .30 10.38 -3.07 —-58.03 1.21 .08
31 48 .63 59 -3.18 48.17 302 —470 1.82
2 .12 14 2 —-8.02 2.88 171 -3.78 .38
3 a2 RU 0?7 —12.86 —15.07 -15.28 3.02 .18
4 .81 L2 1.04 —9.88 41.92 27.38 -.08 2.7
42 .38 48 4 =136 -3.07 -8.03 L21 108
[ of .10 .07 —17.0r —15.07 —15.23% 8.02 .18

trus orror

varinnco  0.368 0.368 0.312 6.430 8.433 1107 0.8 0,823

varianco

:L?.,‘é'omr

verianco 1578 L1234 1006 1542.49 600.18 35073 14.8092 on
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1

Vot = Pomid— g

{(1=p (2o =20+ (1 —p))(E,— 7)), ... (5.18)

e 8+ (1) e o £ )

m

and mn=p {l+§. (14_?5) } ... {6.19)

Varsr) = 1-m) (5—*}) + (1=, (,{g—)'+ TusIm (4) (),

mimy

2pd2—p—p )},
(1~p,)(1—py)

whers g = {

pIa(yar) =Ny (y—l - 1’). o (5.20)

The results given in the above tablo show that for this population unordering of Das’
eatimators in tho above two cases yiclds estimators which are much more efficient than the
corresponding ordered estimat Of tho threo unordered unbiased estimators of the popu-
lation total, namely, 2,, Z; and §g7, 2, in caso (i) and 2, in case (i) have the lcast variance. It
can also be seen that it is possible to improve substantially on the ordered variance
estimators by unordering them,

The author is grateful to Prof. D. B. Lahiri for his valuablo suggeations in preparing
the paper.
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