MISCELLANEOUS

ON SAMPLING WITH AND WITHOUT REPLACEMENT
By D. DASU
Indian Statistical Distitute, Coleutta
SUMMARY. Cortain sspoots of sampling with or without replacement, with oqual or unoqual
probabilitios, aro considorod hero in some dotails. ~Bomo comparisons have been made betwoon tho with
and without replacoment sampling achomes. Whon wo are sampling with replacoment the estimnte

should not depend on the number of times that any partioulsr unit rasy appear in the sample. Thus,
certain estimation procedures in currens o are showa to bo inofficient. ’

1. IxTroDUCTION

Suppose a given popultion has N units. Let Yy bo somo real valued characteristic
of the j-th population unit (j=1,2, ..., N). Consiler the problem of estimating tho popu-
Iation mican

F=N'z¥,
-
Lot =N I(F,~-fp
Iio the population variance..
If we ddraw & samplo of sizo = from the population with equal probabilities and with

replacement then the variance of tho sample mean is n=1 0%, If, on the other hand, we draw
a sample of the same aizo n but this timo without replacement then the variance of tho sample
mean is n-} ¥ —n)(N—1)-L. Thus, it is usually claimed that sampling without replace-
nent is better a4 it leads to an estimator of P with a smaller variance. A little reflection,
however, will show that this compnrison between the two methods of sampling ia not
usually quite fair. Let us tako a simplo oxamplo. Supposo the units are villages and Y;
the number of houscholds in the j-th village. Hero the cost of sclecting the samplo villages
from & givon framo ia negligiblo compared to the cost of travelling to the selected villages
and pscertaining the exnct number of houacholds in tho selected villages. Generally
speaking, we need only consider the cost of measuring the Y-characteristics of tho sclected
units—tho small cost involved in solecting the units from a framo may bo taken to be a part.
of the large head cost. In pling with ropl it is then the number v of
distinct units appearing in the ssmple (ail not the samplo sizo ) that roughly dotermines
tho coet.

2. TRE DJSTRIBUTION OF ¥
If v be the number of distinct units appearing in & samplo of sizo n drawn with equal
probabilities and with replacements from a population with N units thon it is clear that the
distribution of v dopends only on 7 and N. It is not difficult to show (Feller p. 02) that
ry
Piy= o) =N (N1—e—1)"+e—2) ...]
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whoro & i from 1 to the smaller of n and X,

In terms of tho ‘differences of zeres' wo nay writo the above in the moro olegant form
Py =)= N (30" e f2)

where A in the usunl differenco operator with unitsinerements and A® 0% is to be inter.
proted an A' 2t stz =0

From (2.1) we have the probability generating function of v as
- -n
pan=kr=x" ¢ [(raon = ¥ arron -y
-0

(Note that A’ * =0 for 2 =0 ands > n).

Writing 142 for ¢ in tho prohability generating function we have the factarial moment
generating finction of v as

-
Fol) = ¥ (840000 w (23)
where & = 144 = the usnal increment operator with wnit inercmenta,

 Em =N (18 a0 =N (1) (&Y— a5 er = X l W (¥-L )]

v
. 24)
Abo Bvv—l) = N (FREF1A1 00 = X" N(Y—1H&¥—28¥-14 8¥1) or
— N¥=1) [1-2 ( “_';A‘. )'+ ( .‘!‘;&’ )']
o V=N —.\"(‘L;,l )’+N(N—l)(‘v—‘\_: " - 25

3. SAMPLING COST CONSIDERATIONS

If wo ansumoe that the voriable part of the cost of eampling is proportional to the
number of dietinct units in tho sample then we may comparo the two methods of
estimating P, as dexcribedd in § 1, in the following manner. The expected sampling cost
for a samplo of gizo n with replacement is equal to the sampling cost for a sampla of size

Ey=: N |. l—( “L;_l ). ] without replacenient (let ua conveniently forget the fact that Ev
R

is not necessarily an integer). The variancea for tho sample means for the two cases aro
then n-1 0% and (Ev)~! o8N — Ev)}{N'—1)-1 respectivoly. A little computation will show that
tho former is larger. Thua, from this comparison, mmpling with roplacement appears to Lo
worse than sampling without replacement. This compariron between the two methods
heavily depends on the assumption of linearity of tho cost function and as snch is not very
sntisfactory. For a different cost function sampling with replacement may appesr to faro
botter than sampling without replacement. The imue that is raivedd in tho next section is
perhaps more pertinent to the problem.
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4, TwO ESTINATOIY PROM A WITIH HEPLACEMENT SAMPLE

If we draw a samplo of sizo n with replicemoents aml with cqual probabilities and if
v Lo tho number of dintinct units appearing in the samplo then the avorage Y-characteristic
of the v dintinct units is alwo sn unbinual catimator of F. Weomay euquire whother thia
extimalor in Letter or worse than the average over all the # units. The variance of the

former i3

. ‘!_') e WD)

whereas that of the latter is nia?
Tt is ot pussiblo to give s implo expression fur (1.1). Tn the next section we shall give an

indirect provf of tho inequality.

E ‘:::‘.'- '%'] <”~"’ (ifn>1) . (42

Thun, the average Y-charueteristion of the v distinet wnita in the sample is a hettor estimator
than the averngo over all tho n units.  This result may a1 fieat appear to boa littlo unfamiliar,
oven surprising. Let us tako, for example, tho fumilinr Binomial made! where wo draw
1 balls at random one by one and with repl from an urn ining N identical bally
Xp of which are whito, the rest Leing black. Horo the samplo observation consists of a se-
quenco of n white or Llack balls. The numbicr 7 of whito batls in the samplo then constitutes
a complete! sufficient statistic for tho unknown parameter p.  (Note that in thix situation the
distribution of the sumple depends only on p snd not on N.)  Henco r/n is the wniformly
minimum varianco unbiased estimator of p.  Now supposo that tho N balls are distinguish-
able from ong another (us for example when tho balla are vitlages) or suppose wo put distin.
guishing warks on tho balls drawn hofore they aro replaced.  Tho samplo ubservation then
is a scquenco of » bulls nnd thero are ¥ possible sample vbscrvations each having the same
probability. (In tho previous caso the probability of gotting o psrticular sample obscervation
was p'(l—p)*=" whero 7 is tho number of whito Ualls in the sample).  Hero tho snmple obser.
vation is more detniled than in the previous cose and actuslly containg more infurmation abont
the parameter p. Now 7 is no longer a sufficient statistic.  Tho v dlistinct balls that camo
in the samplo ix n wufficient atatistic and nothing less than this can be suflicient.  Conxider
now n third kind of samplo olwervation where for each of the # Lalls that aro drawn wo note
down ouly its colour and the fact whelher Uhis particular ball was drawn before or not.
Hero thé snmple can bo represented as a gequenco of n whites and blacks with croas arks
at v places (v a vaviable) 10 indlicate at which draws wo has! tho distinet balls. The samplo
observation now i moro detailed than tho fimst case and less so than the second. If p bo tho
number of distinct white halls then Lho etatiatic (p, v) is auflicient. Tho conditional
oxpeetation of rfn for fixed values of {p, V) is pfv and ro Ly the Rao.Blwkwell theorom

pie is hetter than rfn.. Hero the stalistic (p, v) though suflicient ia not completo, This is

obvivus from the fact that the distribution of v is independent of tho parameter p. Thus

1The tistribution of v is comploto if thora tre ot Joast 5+ | adiminiblo vahiw for p.  Thus if N bo
umnliur than » then tho distribution of r will ner o completo,
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wo aro unablu! to prove that pjv is tho best unbinsed estimator of p. Tho proof skotched
above only demonstrators that, with the additional information of which are the distinct
units, tho standan eatimator r/n is no longer tho beat eatimator and that it ia in fact worse
than pjv. In the next scction wo givo a proof of inequality (4.2) in the genoral caso.

5. Pnoor or (4.2))

Let there bo N pupulation units and let Yy bo the Y-characteristic of the j-th popula.
tion unit (j = 1,2,..., ¥). A sample S of sizo n is drawn one by ono, with equal probabi-
litica nnd with replacements. Let y; Lo tho observed Y.characteristic of the i-th sample
unit (i = 1;2,...,n). For each sample unit eupposo we also note down its unit index (if
a particular samplo unit happens to bo the j-th population unit then its unit.index is §). Let
u; he tho unit-index of the i-th sample unit and let x; = (¥, w;). Wo can then record tho
sample observation as

S ={x,, x5 ..., X,)

whero the x;s aro independently and identically distributed random vectors.

Let v bo the number of distinet sample units and lot #y, < 45 < ... <y, bo their unit.
indicea written in an ascending ondor. Let yy;, bo the Y.characteristic of the samplo wunit

with unitsindex 1y and let xg, = (o ) §=1,2, .0, v.

Connidler now the set of ‘order.statistics’
T = (Xun Xegy ooy Xim)-

The nsual estiwator of f (tho population mean) is hased on all the u observations and is

.

§=98)=n"t {4 i
whereas the estimator based on the v distinct units is

9= M=vE gy

1
Now, for fixed T, the conditional distribution of x; ia concentrated at tho v points
Xy Xiais +vey Xoy With equal probabilities at cach of theso points,
EQIT) = §* (i=12,..7)

and hence E(FIT) = g*

Since § is an unbiased estimator of ¥, it follows at onco that 7* is slso unbiased. It also
follows that, for any convex (downwards) loas function, 5* has & uniformly better risk
function than g In particular

Yt < Vi
the sign of equality holding only whon n =1,

Thus the inequality (4.2) ia proved. We may note in passing that T is & sulficiont statistic
here though not a complete one. No uniformly best unbiased estimator of T exists.

1 If tho paramoter ' ia also unknown then, it is coaily domonatrated that the distribution of » is
complote. In this situlation wo boliove that p/» ix the beat unbissed cetimator of p.
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ON SAMPLING WITH AND WITHOUT REPLACEMENT
6, Tux CASE WUEN v 1$ FINED IN ADVANGE

In the previvus ecctions we fixed a and had v as a roudoms variable,  1ere wo consider
the situtation whero the number v of distinet unita in tho samplo is fixed in advance. Wo
go vn drawing sumples one by ene, with equal probabilitics, aml with replacements untif
wo get n distinct wnits.  Tho probbility dintribution of the number 1 of samples drawn
muy be obtained as follows,  The event n = k mcans that in tho fiest £~ draws there aro
cxnctly v—1 distinet onits snd that the k-th unit deawn is different from the v—1 distinet
units that appeared in tho firgt k=1 coxes.  Thus from (2.1) it follows that

e b am( 23

Pow= By V0 8 3 0ty (1=

e 1)
=0

where k=v,v41, .., 8d inf,

From (G.1) it follows that the probability genvrating function of u iy

=3

P =E0= i &= k) = w;-,,‘i‘ At (l‘l )"‘
Ky

-0
where 3 vperates on x,

Sinvo A™1Z =0 for 7 < v—1wu huvo

w
S2lyiar- AW ey o \
P = ey | .Z (¥ =ahen (-2 ©2)
1n a Lko manner wo lave
Bt = ¢g:h 8" 1—.;.)"' , . 103)

1f 7 Lo 1bo averago Yecharacteristic of al) tho » obyervativns then § is un unbinsed estimator
of ¥ with variance

¥ i 2 1 g
Vg =EZ = ot Z‘: Pe=h

=

1=0
et [N, X
= (¥:ha I:z log fm v (64)
=0
Y XN .
where, fur 2 =0, —z—log hori 1o by interpreted as 1,
If 4* ho tho averugo Y.charucteristics of the v distinet units then
5oy - =YD . (65
Vo == 5 . (65)

Thut (6.5) i smsller than (84) may bo proved in procisoly the same way as wo proved
o wimilur resuit in §5,

4l
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7. SAMPLING WITIl UNEQUAL THOBABILITIES

Wo consider now o more general situation whoro sampling s duno with diffurent,
probabilitios attached to the difforent population units, Lot £ Lo the probability associated
with the j-th population unit (E£,=1). Supposo a samplo of size n is taken with roplacement
and with tho Py's as tho probabilitics. Lot us supposo that for the i-th sample unit we record
its Y-characteristio y;, its probability of scloction p,, and its unit-index u,(§ = 1,2, ..., n),
Thus, tho samplo is

S == (X, X; .00y Xa)
where o ={mp.) ((=12.,1).

Clearly the x(s aro indep awd klentically 1 random veetors,

As in §5 lot us dofine v as tho number of distinet z,'s and aa boforo lot x4y, X3y, oo Xy, bo
an arrangement of the v distinet x;'s in Jing order of their uniteindices. Lot

T = (X Xigps oor Eem):
It is casily svon that in this caso alio T is & sufficient statistic. Givon T, thoro aro only

al T eyl ! o al)
{whero tho sunnnation is taken over all positive integer a's such thut a4 ... 42,22 n)
valnes that S may take and tho probability for cach of theso ean bo computed from tho
information T alono.” Thus, any sdmisiblo estimator of P must nccossarily bo a function
of tho statistic T alono. Tho usual estimator § of ¥ is based on all tho n olacrvations and is

i<l S ([
p=58 =1 Zl: (x}i) )
From tho sufficioncy of T it follows that
" =EGT)=E ( -)‘?;,jl‘) - 02

is & better unbinsed cstimator of ¥.
It is not difficult to show that
P Z

T
Plx, = x,,|T) = e 02 =
o e
ot Py Py e P

afagl.,

(n—1)! o

.
o ,
m Py Py

= cfsay) (i=1,2,..,v)
whero %' meana sumwation over all integral s such that
aytagtta,=n ond ap >0 for k=1,2,... v
and 2 means summation over pll integral a's such that
aytagt o, =n—1,a »0anda, > 0fork £ 0.
Thus =g “V;JT} = ‘Zq e - (13)

Unfortunately, it is rather troublesoms Lo computo the ¢/'s. In the particular caso
whore » =3 and v = 2 we have

& == 2ot Padpatpg)
and €3 = (P+2pa)3 Pyt P
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The catimator §°, though temunstrated to bo superior 10 the usual estimator 4, cannot bo
of much use for lacge reale samplo surveys, It in even moro troublesomo to extimato the
variance of §*.  An unbiased cstimator for the variance of § is

=) Z‘(Np, o) - (14

The abovo will aver.crlimato the varianco of 5* aml 8o it will ho on tho safe sile to take
(7.4) a8 an cstimator of tho varianco of §°.

8, ThE MBEAN AND VARIANCE OF v

In § 2 wo have given tho distribution of v for the particular case whero empling is
alono with equal probabilities. In tho uncque) probability set.up the distribution of v becomes
very messy.  Flero wo give cxpressions for the mean and varianeo of v,

Lot 2 bio the characteristic function of the cvent that the ramplo of n units ineludes
tho j-th population unit.

Clearly

P =1=1-0] (i=12..K)
whera Q=1-P,
Sinco v=2tab oy e (81
wo havo

EW) = g. -0 e (82
Also Fiv) =X V(z)+ E, cov (3, z)). . (83)
Now, Vo) = @ (1—Qp
and cov(z,2) = Ply =z = 1)=P(x = 1)Pz; = 1)

= (1-Qf— Q3+ Q) —(1-Q1-))
=—(@t ¢7-Qp
whero Qy=1-P—P;
o Py = E Q1-Q")— E‘: @@*—Q5) = £ Q}~(Z QN+ ':‘2« Q5 e (84)

0., UNEQUAL PROBABILITIES AND WITHOUT REFLACEMENT

Now let us consider the case of sampling without replacement and with different
probabilities, As in §7 let Py bo tho probability attached to tho j-th population unit. Let
3 and p; bo the Y-characieristic and the probability correaponding to tho i-th samplo unit
(i=12..mn). Writing x; = (y, ;) we con record the samplo observation? as

S = (x, Xy, 1y X)) - (00
1Hero we need not record the nnu Xnd-éo- of the sample uniu a8 we know that they must be all
differont.  Tnleaa wo havo somo ion about the ion units it appoara that ¢ ia

impomible to utiliso any informntion about the samplo unit.indicos Lo jmprove on any ostimator of ¥,
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Now, let us onler tho x,'s by somo mothud, aay, in ascending order of tho y's and for x,'s
with equnl g's, in sscending order of their p’s. Lot %, bo tho ith order wtatistic and fet

T == (X Bygpa e00s Bima) w (9.2)

o the act of ordor atatistics,

For given T, thero are n! or leas {in tho caso whero somo of thoxy,'s aro tho same) valies that
S may take and tho eonditional probability for each of these mny Bo computed from the
information T alono. Thuy, in this caso alsn T ia & suffici 1 Henco no

that is not a function of T alone can be admissiblo, Any cstimator that makes uso of the onder
in which the samplo was deawn can ho uniformly imp: 1 upon by ita litional (-xpnclﬁ-
tion given T,

For examplo, consider the particular caso of # =2, Wo may cstimate P from
tho fimt companent of S, Lo, from x,. This cetimator is, of courso, | Np,

Now Pixy = T Par Panl{l =) ~ |—Pn-| .
Now = xlT) = PmPln](l—I'm)+l'ml’ml(|-1'm) 2=pm—Pm 03

and similarly

Play = x,y)|T) = _—_|_l——p.) . (04)
2=pin—Dn
AR (‘\’,’;l"r) I:u—p.,o o+l —Tu); “]x

X2=pay—pig)t . (30)
Tho eatimator (9.5) ia uniformly botter than y,|Np,.

Since T is not a complete sufficient slatistic, we cannot provo that (9.5) is the uniformly
Dest estimator.  For further discnsaion about the problem doalt with in this scetion one may
refer to (Murthy, 1857).
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