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n, SryMary

Lot £, Z,. ..., be asequenco of irclependent and identically distributed, reat-
valuod random variables with common distribution function F(z). Let S,(2) bo the

sample diatribution function which corresponds to the distribution with masses Ya
a

each of tho points 3;,... §,. It is known that (theorem of Glivenko-Cantelli)
P(lim  sup |Flx)=8,(x}| = 0) =1 (Locve, 1933); in particular S,— F (in tho
A -mCI<+D

senso of P, Levy) with probability 1. In this paper we cliscuss tho unaloguo of this
Jast result in the case when the random variables take values in an arbitrary metric
apaco. The following is the nmin conclusion (the pertinent dofinitions are given in
seetion 1)»

Lot &,, &, ..., be independent, identically distributed random varinbles whase
values Lio in & metrio spaco fl and # bo their common distribution on fl. Let i, bo

the samplo probability distribution, i.e., the distribution with masses ! atthon points
a

206y erZee Then P(u,== ) = 1 if and only if the random variables are atrongly
measurablo. (In any ecase the probability is 0 or 1).

1. DEFNITIONS AND REMARKS

In what follows, (2, &, P} is a fixed probability space. #lis a metric space
and @ is the class of Borol scts of fll, i.e., the minimal o—field generated by the open
sets of fll. By a measure on ffl we mean a finite, non-negative and countably additive
set function on 8. A mapping £ of @ into M ia called random or measurable if for
each A €8, $7d)e 8. Tho measure s on & defined Ly setting j(A) = PEYA)
for all e is called the measure induced by £ and is denoted by P! A mensurable
mapping is called simple if ita range is a finite subsct of M. It s called strongly
measurable il there exists a sct .V ¢.§ and a sequenco {Z,} of simple mappings such
that P(N) = 0 and E (w)— %) for each wea—XN. It can be shown that if M is
separablo any bl pping is strongly ble. A proof of this fact ix
gisen in section 2.

A family {%.}ss of random mappings is called independent if
P(Ge, €y, -0t aged,) = ‘[}l PG.ed)

for each choico of the integor », indices a, and sots A;. The mappings aro callod
identically distribuled if P%;" is tho rame for all x €f. If g is a fixed real-valued
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g-mensurablo function defined on X and {3.) is & family of indopendent identically
distributed random mappings, then {9(3,)} is a family of independent identically
Jdistributed real-valued random variables.  Also for any random mapping § and any
real-vilued &-moasurable g defined on fl, wo have }ngdl’i“ = i[,][&]dl’ in tho

sonse that if eithor intogral exists, so does the other and the two are equal
(Halmos, 1950).
We need a concopt of convergenco for moasures on Al If {1} ia a sequonce of

measures on 1, we say that p, converges wenkly to Holita == pto) il and only if
J gdp.—> f gdpio for each bounded continnous g defined on #1.  We requiro the fol-
f; M

lowing theorom (*) on weak convergence (Varadarajan, 1058) : Lot Ml bo scparable,
Thon there oxists a fixed countablo sot G of hounded continuous functions on Ml such

that for any 8equenco {z}aags y--.. Of measures on A, g, == s, if and only if
§ gdp.— [ gdno for cach g6 G.
fl £l

Ve also introduco the notion of support of a measuro on M. A Bbrelset £
ia & support of g if y(M—E) = 0. Tho measure has scparable support if thoro exists
some scparable sot £ which ia & support.

2. THEOREMS

Theorom t: If flis separable and E a measurable mapping of 0 into M then
Z is strongly measurable.

Proof : Let pp = P&, Since fHl is separablo, thero is a covering of M by a
countable number of spheres of radius ,,l;. n being a positive integer. Consoquently

for each integer n, we can write Ml = | J4,; where 4, ¢ 8 for ench A, N4,,=¢ when-
2

overj # kand diameter {4,)) € Ltor allj. LetB,= ) A, wherok,iseochosen
» Jvkael

Ihnt/:(B,)(-:;,. Setting B, =& (4,;) for 1 < j< &, and F, =%YB,) and
choosing arbitrary points ¢, in B, and {,; in A, (if any sct concerned is empty,
wae ignore it) wo define a sequence {Z,} of simplo mappings ns follows :
4y if we £,
Bl = 15 <k,
t, if wePF,
Then P{F,) < .’%nnd for wea—F,, d (2, (w), § (w)) <’—i. If now we define F as

lim sup F,, P(F) = 0 and for we 0—F, E (w)—> Euw). This completes tho proof.

Theorem 2: Lot & be a mecasurable mapping of q info M. Then & is strongly
measurable if and only if P3-} has separable support.

Proof :  1(% is strongly measurablo, thero is a sequonce {Z,} of simplo mappings
and a sot ¥ €8 such that P(N) = 0 and E,(w)— &w) for we 0—N. Sinco tho rango
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A, of each , is finite, 4 =1 J,4, is countablo and honco A is a closed, soparablo sub.
sot of A1, Further w e —. implies §,(1c) — &(w} and sinco & (wjed, Ew)ed. In othor
words, £(d)Da—XN. Conscquently, Pz (d)=1 and honco PZ™ has soparablo
support.

To prove the convorso, lot § bo mcosurablo and Jot P -} have scparable
support E. Lot N =§M—E). Then P(N)=0. The restriction ":: of § to
a—N can now bo idered a blo mapping of R—X into the soparable

motric spaco E (rolative topology) and henco by Theorom 1, E is strongly moansurable,
Since P(N) = 0 this implics that £ itsclf is strongly mensurable.

We ncod two lemmas on weak convergenco of measures. Tho first is known
(seo for instance Billingsloy, 1956).

Lomma 1: Let {#1.}imqns-.. be a sequence of measures on M. Then p, = p,
if and only if p () —>pq(M) and for each closed set C, “ﬂ'!:p 1.4C) € 1(C).

The proof is omitted.

Tho next lomma deals with convergence of measures on subspaces.

Lomma 2; A be a Borel set of fland {5} {n =0, 1,...measures on M such
that p (M—A)=0 for n =0,1,2, ... Then p,==pptg if and only if f,==>p,
where fidn =0,1,...) is the restriction of s, to A and the convergence is with respect
to functions on A continuous in the relative topology of A.

Proof : Since the topology of A4 is the relative topology, a set K (C A is
closed in A if and only if K = C [ 4 for somo C closed in 1. Then §,(K) = p,{C)
and the lomma follows immediately from lomma I,

We can now stato and prove the main theorem as follows.

Theorom 3: Let §,&; ..., be independeni identically distributed random
mappings of © inlo M and lel p be the common induced measure. For ecach w ¢ o

let p2 denole the measure with masses "l at each of the n-points §y(w), ... Efw). Then

P(uy ==} ) = 1 if and only if the mappings are strongly measurable.

In any caso the probability is zoro or one.

Proof : To provo tho ‘only if” part let £ = {w:5==>s}. Sinco P(E) =1,
E is non-empty, Lot w, bo some point of E. If A is tho closuro of tho sot
{v; y = E.(w,) for somo n} thon 4 is closed and soparablo. Furthor sy°(4) =1 for all
n and hence as p° ==z, p(4) > lim sup {ri(A4)}. Consequently it follows that
#{4) =1 and honco that z hasa scp;r_n.blo support. It now follows from Thoorom 2
that tho mappings are strongly blo.

To provo the ‘if’ part, we can in view of Theorom 2, chooso a separablo Borel
set £ such that 4(E) = 1. Thus P(Z;}(E))=1 for all n. If we write N = [J,(0—E.XE)),
then N ¢ S and P(N)=0. Further wen—XN implies that £, (w)e £ and henco

Hyf—E) = 0 for all n. By virtuo of Lemma 2 we can thereforo replaco sl by E.
In othor words wo can and do supposo that #i1 is scparablo.
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For any we 0 and any bounded continuous g on ffl we havo
1 —_
[odns= 5 D otitun.
a =

Sinco &, Eq, ..., ore indopendent and idontical'y distributed, so nre g(3,), g(3,),
and hence by Kolmogorov's atrong law of Jargo numbore

-
1S sy~ [ otk = | gdn
" [£2) o a
almost surely (Loove, 1953). In othor words, thero is n sot NS such that P(V,) =0
and wen—N implics that fgdu%—» [gdp. We now obtain such a sot X, for
M ff

each integor r, where @ ={g,, g,...} is the countable class of bounded con-
tinuous functions whose existonce is ensured in tho theorom (*) stated in section 1. 1f
N =, Ny, then P(N) = 0and we @ —N implics | gdu2 — [ g,dn for cach r. This
however implies by tho same theorom (*) that % == and completes the proof of
the theorom.

Finally, to seo that the probability p=P{y==ps} is 0 or 1, we noto from the
precceding analysis that p = | whenever # has separablo support. In the contrary
case however, the ‘only if’ part of the above theorom shows that E = {w 3 =y}
is empty. Consequontly p = 0.

3. CONCLUDING REMARKS AND AN UNSOLVED T'ROBLEM

A natural sequel to the problem discussed above is tho question whother there
exists a measurable mapping which is not strongly measurablo. Tho measuro 2
induced by such a mapping will not have a separable support. Convorsely any such
moasure gives rise to a measurable mapping which is not strongly measurablo, since
we can then take 0 = M1, § = &, P =y and {(w) = w for all we Q. If wo now
write (for such & ) A = sup{{s{E)}, £ separablo and ¢ 8], A > 0 and wo can find a
soquonce E, of acparable Borel sets such that {(E,)—A. Writing Ey= [,E, we Lave
E, & separablo Borel st and A > n(E,) > p(E,) for all n. Consoquontly n(E,)
=A. Since s does not have a separablo support, A < 1. Tho restriction of s to
M—E, is now a non-trivial measure vanishing for overy separablo Borel subsot of
M—E, We are thus led to the question :  Docs thore exist a metric space 1 and
a measure p on it such that #{f1) > 0 and #(E} = 0 whonever E is a soparable Borol
sct 2 Tho existence of such a measure is necessary and sufficient for tho oxistonco
of a measurablo mapping which is not strongly measurablo.

As far as we are aware, thia question does not scom to have beon solved.
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