THE DISTRIBUTION OF WALD'S CLASSIFICATION STATISTIC
WHEN THE DISPERSION MATRIX IS KNOWN
By 8. JOHN
Indian Statistical Instituie, Calcutia
SUMMARY, The disoriminant function con be uacd for elmll’ymg -n individual ma belonging
10 one or other of two populationa provided we know the p the two

Wald suggested the use of a cortain statistio mmn-llon- whero mch knowledge ia absent. The exact
distribution of this statisti in 1o onse whore tho disporsion watrix is known, is obtained in this paper.

1. IXTRODUCTION

Consider the problem of classifying s given collection of individuals as belonging to
one or other of two populations P,, P, based on measurements carried out on each individual
with respect to p characteriatics z,, 7y, ..., 7,. Lot us sssume that among the individuala
belonging to Py, 2z, Zy, ..., 7, follow a multivariate norme) with mesns
Hy g v [ty a0d varianco-covarianco matrix I and that among individuals belonging to
P, 2,7, ..., 7, follow & multivariate normal distribution with the same variance.
covariance matrix %, but with means v, vy, ..., v,. According to & methed originally
suggested by Fisher (1936) an individusl with measurements y,, y, ..., ¥, I8 assigned to Py
or P, according as

B=9E"Y Z Hr—E ey

whers g = (fty, <o i) AR ¥ = (9, ¥y, .0, ). Tt will bo noted that Fisher's mothod
roquires 8 knowledgo of 4, v and E. To remedy this Wald (1944) considered tho use of
the statistio

u = (2W—FW)S-1y’,

the individuals being classified as belonging to P, when U < d, where d i8 so determined that
the critical region is of the desired sizo; 2 is the vector of meana determined from mea~
suromenta on o sample of n, individuals known to belong to Py; 2'¥ Is the vector of means
dotermined from measuremonts on a yandom sample of n, individuals known to Lelong to Py,
and § is tho varianco.covariance matrix cstimated from the pooled corrected sums of aquares
and products from tho two samples, Tho distribution of U turna out to bo complicated and
ald has not given an explicit oxpression for it.

This paper considors the distribution of U in the case when the variance.covariance
matrix is known; i.o. tho distribution of

Ve (zm_zm)):"y' - (L1}

whoroe 29, 2%, X and y have the samo meanings a8 bofore.
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2. REDUCTION OF THE PROBLEX

Looking at tho problom from & more goneral point of view, it will bo scon that the
statistic whoso distribution-is in question is

rm (I w21

where § = (f,, !y, ..., 4,) i8 & voctor of p normal variates following & multivariate normal
distribution with varianco-covariance matrix & and moans a = {a,, a,, ..., d,), and where
w = (0, ity .., 1) i3 & voctor of p normal vuriates indcpendent of ¢ and follow

ing & ivariato normal distribution with vari: covariance matrix L and mean
b= (b, ... b)) Tho statistic ¥ reduces to z when multiplied by (n,mfr,+ng).

In the further reduction of the problom wo require the following.

Lomma: The datislic z s invariant under non-singular transformations of 1 and w
provided the two {ransformations are the same.

Proof: Lot z=14C and y = w C whore C i a (p X p) non-singular matrix. Let T,
denoto the variance-covariance matrix of z {which is tho same as the variance-covariance
matrix of y). Then

%, = C'EC and 755y = (O(CIE-10-)C'wW = 1 2710,
This proves the lemma,

N Since, when I is positive definits, there always exists a non-singular matrix C such
that

CIC=1
this lemma reduces our problem to a considoration of the statistic
T = 0+ %0yt gy, . (22)

whore uy, v,, ¥y, v,, .., U, v, are indopondent normal variates with unit varianco. Without
loss of gonerality wo may assumo that

E(u) = E(ty) = ... = E{u,) = 0. . (23)
Lot Blo) = mifi = 1,2, ..., p). e (24)
The expoctation and variance of T' are easily found.
BT = £ BB =0
sinco, by our assumption Ew)=0 (i=12..p)
vy = & Viuwd = £ Bdst) = £ (14l = p+ £ i

To find tho distribution of 7' we adopt tho mothod of characteristic functiona.
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3. THR CHARACTERISTIC FUNCTION or T

Tho characteristic function of wv; is

= gty

= E ety

1T e
T —
] I e Wy,

mig

-4
= (1404 oxp { ’(_l‘m)- - {3
and honeo wo got for tho characteristic function of T
= -pit —m
#0) = 12(0) = (1403727 exp {7}
. '
where m =1} ‘2. m}.
=l
If wo denote by p(T) the density function of 7', we then have, by inversion,
1 = —wr
A=y _[- ¢ e(0M0. . (32)

For tho purposo of inversion wo distinguish two cases viz (1) p oven and (2) p odd:

Inversion : Case (i), p = 2n.

In this caso,

#l0) = (L+0% oxp {—%”,’,,}

1 1 m 1 mt
o e el 09

‘Theréfore,

e—ioT m 9T

27,_[_ Ty = ] e L
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Tho series occurring s integrand in (3.4) being uniformly convergont, pormits term by torm

integration and wo may write,

PT) = em Z ?I TnasdT) e (36)
whero
1 +e= @r
.-
w0 =g | isor
= {VTirte L rr—nimiya ] e te—22 | T4

@—2)1
ot ('—1)!}' - (38)

(The last step is obtained by contour integration).

Case (i), p = 2n+1.
The characteristic function of Z = zy whero z and y are independent normal varlates
with unit variance and mecans zero and b respoctively would bo

_ . "
9:0) = (14+0%)772 exp {—a l+0'} - (37

where a = §b%, Also, the density function of Z is

Ut 2|z| (22)8 (212]) ¢
‘T[K""' L) R TrK,a'+.—e-l_l\,l|‘+...] - (38)
, o - d
wheros K,=K,(z)=l(—‘2-) .[ e #L (aco Croig (1030} 39
Using tho i ion theorem for ch teristic functions wo get from (3.7) and (3.8)
‘e
- iee @lEm (e X R, .
T | S 0= & (Kot B i2atas By pers..].
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‘Theroforo,

1T g S1E) .
—ioe ¢ s 3
[ e e =2 [Ko+2r‘|2tlﬂ+ﬁ(2z)'a'+...] . (3.10)

= yia.z) (say).

Difforontiating Loth sides of (3.10) n times with respect to a, wo get

‘I' Cien M4
¢

»
T M:F‘}(u,z). . (311)

[Wa noto that difforontiation within the intogral sign in (3.11) is permiasiblo sinco

’I' )

e _—

2 [

is uniform! gent]. Sinco the ch istic function of T is

¥ _m Y _ e -1
(+oren oxp { — B} = e (LG oxp fmi1+0%7)
it follows from (3.11) that the density function of 7 is
- [ gn
A7) =_°9;[ % Vi, r)]_ . (312)
Noie: The dorivatives of (s, T) required in (3.12) can be obtained from the relation

Vo, T)m2 [x.+ %'J Ko+ %Til' K‘a’+...]. - (313)

For any given value of T, tho scrics In (3.13) can be regardod as & power eerics in ‘a’. The
sorics is casily scen to bo convergont for ail values of ‘a’ from the ratio p, of the (v4-1)-th
torm to the v.th torm

=T K, _ «cs
o= b i @ = A ooy,

Craig in his papor roforrod to above, proves that Jc,] < 3 for all sufficiently large valucs of
v. Therofore p,— 0 as v~» 0. Thus tho power serica in (3.13) is convergent for all valuce
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of 'a’,  Thereforo tho derivatives of y(a, T) w.ri. a can bo ebtained by torm by term differ-
entintion of

'3
2 [K,+ %K.ﬂ- %"ll 1\’,«‘+...].

Tables of K, (T) ean bo found in Watson's book ‘Theory of Bessel Functions’,

2. Someo approximations to the distribution of T hns beon considered. - Detaila
will be given elsowhere.

Rerenexces
Crazo, C. C. (1030): On the froquonoy function of xy. Ann. Math, Stat., 7, 1.
Fisnen, R, A. (1030):  Tho uso of multiplo measuremenis jn taxonomic problems.  Ann. Eugen, 7, 178,

Wald, A. (19443 On a statistical problem arising in tho classification of an individusl into one of two
groups. Ann. Maih. Stat., 15, 145.

Watsox, O, N. (1944): Theory of Bessel Function, Cambridgo University Pross,

Paper received :  October, 1958,
Revised :  April, 1959.

318



	001
	002
	003
	004
	005
	006

