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SUMMARY. In thia papor wo consider the prubivi of finding optimal ssmpling designs fur the
uss of* Iorvitz and Thompson' entimator {1052) Lo ratimnte (unbiosedly, unless otherwire stated) tho popu.
lation total of o charsclor Y, when nuxilinry infunination on a correlated chameter X is availablo for all
tio unite. Bince tiers duca not oxist n dealgn in which the varianco is uniformly minimuni, tho optimal
dosigns are obisined by minimising the expeeted variance under s reslistic superpopulation sct-up. Theso
turn out to bo designs in which tho cffective mample aize is constasnt for sll samiples of the design. It i
furthor proved that with the samo critcrion for compnrison, the Jorvilz.Thompaon extimator for these
optimal claa of dexigna ia uniformly superior to Dea Raj's (1050) catinmntor in the symmictriscd form
for tho aampling designa considercd by him when the average effective sample aize

InTRODUCTION
Consider a finite population, consinting of & units
Uy, Uy weey Uy « {(L1)
Let T be a quantitative character, taking the valuo y, (which is unknown, a priori)
on u, (1 3 N). Let D= D(S, P) bo a sampling design consisting of a zet S of
samples & from (2.1), with a probability measure P defined on it. We define
m= L P, (1Ki<N) v (12)
2y
(whero the summation extends over all samples # of S that contain 1), to be the
inclusion probahility of w; in D. Similarly, we define
my= I P, (Ki#i<N) - (13)

Duy, vy
to bo the inclusion probability of tho pair (ug, 1). An unbiased estimator of the
populntion total

T=2%y, e (1.4)
as proposed by Horvitz and Thompson, is then given by
P=cxh . {1
LRl A (1.8)
where the summation extends over all distinct units v, belonging to & {i.e.. we ignore
repetitions). Tho variance of T, is given by
5 & 1—m, A, y=ngm;
VT = Ex 4 ( N )+ }«:3 y,y,[ ey } - (18

In many situations of practicnl interest, we have a priori, the values 2, which
another quantitative character X, highly correlated with ¥, takea on w, {for 1 i  N).
In such cases, this information is used to construet sampling designs and esti-
mators of, T sy, which result in a greater precigion than these which do not make
uso of thia information. Fxamples of such procedures are pps estimator, Dea Raj's
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ratio esti ) TOg i and 8o on. The amount of gain in
precision duo to theso estimators depends on the degres of correlation between X
and Y, and to nssess this more fully, ono neceds to assumo somo broad statistical
retationship between X and ¥, so far as the population (1.1) is concerned.

When the valuo z, is known for the unit u;, it is rensonablo to assume, in many
practicnl cases, that tho corresponding y; (which, however, is unknown), is the
outcomo of a random variable Z whose expectation is proportional to x;and whose
varinnco is cither partly or fully unknown. Tho realised value y = (y,, ..., yy) can
thus bo considered as the realisation of N-length random vector from a super-
populati This pt has been introduced by Cochran {1046) and since then has
beon successfully wsed by many others. We notico hero that wo tacitly make this
assumption when dealing with pps estimator, ratio estimator, and almost all estimators
used in designs of varying probability sampling, while when using regression estimator
wo make a similar but slightly weaker assumption. We explicitly formulate our model,
writing E; and ¥, to denote the conditional expectation and variance, given s,
thus :

Efylx)=az - (1L7)
and Vilyidz) = o} (sny) e (18)
where, @ and o¥’s are unknown constants. Wo also nssume that y, and y; are inde-
pendent for all i # j, for given x; and z;.  In particular this implies that
E\yyylz, and z)) = a¥rz;. . (19)
2. OPTIMAL DESIONS
Under the assumptions (1.7), (1.8) and (1.9), we shall proceed to find the
sarapling designa best suited for the uso of 7, as given by (1.5), to estimate T. The
criteria that wo choose for the best are (1) unbiased and (2) mini variance.
Clearly, the increase of samplo size, while increasing the precision of estimates, i
the cost also. Assuming that the cost of drawing and inspecting o samplo & is
proportional to the number of distinet units in the sample (which we shall call the
‘effective sizo’' of s and denoto by ws), henecforth), we search for the best designs
to use (1.5) in the class of all designs having a fixed given valuo for v(s) for all 4 in the
design. However, we may rolax the later condition to includo designs in which va)
ean vary from samplo to sample by demanding that the expected value of v(s) be equal
to a given value, This means that the expected cost of sampling is to bo fixed, which
is & rcasonablo condition unless the variation of w(s) in our optimal design is too
large. Wo noto that

y
Bit)= S P =Em=v, sy . 20)

Given the nuxiliary information on X, wo shall consider only thoso designs for which
the inclusion probability m, is proportional to x,(1 & ¢ € N). (This is not only reason-
able but is probahly better as hinted in Section 3). Given tho expected cost, v, is fixed
and our domain of search then becomos tho class of all designs in which
m=c, (1&igN) . (22)
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whero ¢ ia a constant determined by (2.1) thus

c=pt-= %, say. e (23)

It is scon that in these designs, tho variance of (1.5), as given by (1.6) depends on y's
and ny's. Henco it is tho set of my's that aro at our dixporal in the choico of optimal
designs. If there oxists a subclass of tho above designs, for which (1.6) is minimum,
uniformly with respect to all possible values of ¥ = (;, ..., Yy) clearly, we have
obtained the best designs. But wo prove that (1.6) cannot bo uniformly minimised
with respect ta y's. Setting

3 I—m\ o % WY
Q= E‘ ¥ ( o )+ ;}E n ;l-("u 7 mh

which is continuous in y 's the conditions for @ to be minimum require
4
;_Q =1y (1-m) + Ey my—T g
¢ m z:‘,\ ™y

for all 5 and for all sets of y's.  Clearly, this ia violated by setting y; = 1 for any fixed
iand y; = 0forj #i. Henco wo procecd to do tho next best, which is to sce whether
the expected value of (1.8), whon conditioned over given z/'s can be minimised, uni-
formly with respect to all values of z,'s,a and o}'s, When even this is not possible,
wo thon have to restrict our population of z's to some specific models. However,
we ehall prove that there exists an optimum class of designs with given s for which
tha conditional expectation of (1.6) is uniformly minimised. From (1.7), (1.8), (L.9),
(2.2) anil (2.3), we have

a — ¥ _
EVE) = & (S5 it + 25 (P2 Jare,

_ 1—n atat a?
S )i g e

Hence £, V(’i',) is minimum, for given values of s, a, ¢ andd o¥'s, when and only when

9
Z2 g e (2.8)

is minimum, Defining auxiliary random variables R by

1 if wyee
Ry=
0 otherwise

weo have m =% Ry P,
“s
z
nye= z Ry R, P,
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N
and w8) =X Ry=T R
=1 ]
Henco IZny=ZS{ X RyRyP}
TR

= T (STRR,P
..s(m Ty P2)

= -} P,

= i+ V(vla) ~v,. v (2.6)

Hence, for a given vy, the expected sample size, (2.6) is minimised when V(v{a)) is
minimised. In other wonds, the design should contain, as far as possible, samples
of the ramo cflective size. When v, is an integor

min V(v(s)) =0

while if vw=[l+, 0<f<},
[v,] being the greatest integer not greater than v,

min V(v{e)) = f(1~f) . (27)

since we should have
v(s) =[v,)  with probability f
[vo]+1 with probability 1—f,

In practice, the considerable degree of freedom we have in the choice of vy
allows us to have v, as an integer. Even otherwise, (2.7) is negligible in comparison
with (vi—v,) for practieal values of v,

The practical problem of the actual construction of these designs is not solved
fully, but the author (Hanurav, 1062)* gave a method of selectingunits from (1.1) which
results in prescribed general values of #s. It is pointed therein that the resulting
design has a very stablo value of v{s), serving s a good approximation for our purpgse.
Wo therefore assumo that the minimum of (2.6), viz., (vi—v,) can be closely attained
in practice, 80 that for purposes of comparison wo can take

. - at X LA} ., aY
min EP(R) =5 £ aft-m)+ T (T"'«) ot G (4= =T mim)
3] —_ L]
=S (w-Ent)4x (lT,"‘)"H' & (3~ )

= z(l_;‘_"‘) ot . (28)

*Published in tho samo Lsauo, pp. $21-428.
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3. CoMPARISON WITH SYMMETRISED DES RAJ'S ESTIMATOR

For tho purpose of this scction, we #hall make one fucther assumption beside
(1.7} and (1.0), and this is regarding tho conditional varinnces a's. A commonly
advocated assumption is that of'a are all cqual but unknown. However, in many
cases of practical interest (expecially when the variates Y and X aro pusitivo as is the
caso in most of the eamplo surveys) it is more realistic to assuro that the conditional
cocflicients of variation are moro or less eamo for all unita so that the conditional
variance increases with tho conditional mean. We explicitly write this as

Vilyfr) = K. a%} = o%2} . (3.0)
where o2 is an unknown constant.

e now compare tho estimator Tﬁ, uged in the optimal class of designs derived
above, with tho symmetrised Desraj’s (1056) estimator, when vy = 2, under the
assumptions (1.7), (1.9) and (3.0). We bricfly describo this later cstimator.

We draw a sample size n eay, without replacement, At each draw, the
probability p; of selecting u is proportional to x;, if it is not already selected. Here
#; will bo taken proportional to z,, whore z; has tho samo meaning as in Scctions
land 2. Ifuie selected in the first draw, the probability of sclecting u, in the sccond
draw ig

P = Ton i
0 ifj=i
Similarly, in the third draw wo have
3

W)= Tpp I EELEA]
0 othorwise
where the notations are clear. An unbinsed cstimator of 7' in such cases, as given

by Desraj (1050) is

(31

{1

1
i'!.nyn=;

whers te= Yt Ftu ¥ %(l—p‘,—p,,..- ~a )

L TR L being tho unita successively obtained in tho samplo, the suffix
“asym™ denoting that the estimator js asymmetrioc in tho obscrved values.
Restricting ourselves to an important practical case of n = 2, we writo (3.1) thus

Fyum=utd (1-p) . (82
]
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whero u is selected in the first draw and u; in the sccond draw. It is well known
that this estimator can always bo improved by taking the weighted mean of difforent
asymmetric estimators, for given unordered samplo, the weights being the respective
coclitional probabilities of obtaining the ordered samples given the iered sample

(Halmos, 1946). Denoting this improved symmetrie cstimator by T, wo have

» o - Y Y
1.—75{(1 P+ 1=p) ’} e 33

which iy symmetrio in § and j as it should be. Wo Lave

N X 1—p,— y 1Y
Py =XE p PPN Y _ Y
v =2 ) ) P‘]

2—p—p, /b B
1
L (1—p, yd
=34 L—pi—p) 22 et i & e (34
7 L 2=p=p) } Jd’{ P~ Pl} @D

1
In order to compare f‘, and 7‘, wo should take ;'8 for 7, such that v, = 2, so that tho

»
expected effective sample sizo remains tho samo in both cases. Sinco T p; =1, and
)
both 2’8 and m;%s are proportional to z.'s,
=T
B=h . (3.5)
80 that from (1.7), (1.8), {2.8), (3.0), (3.4) and (3.5),

EViy=52 e TR =)

o b 24—m—my) ¢ d—m—n
3 ot
="Tzzn‘n,[ﬂ_"i]. . (36)
[ 4—m—m

We assume that the minimum variance of T, as given by (2.8) can bo closely attained
and that we can neglect tho component of varianco arising due to the slight variations
in tho effective sample size. Henco wo shall proceed to compare (3.6) and (2.8).
Wo have

E,V(;)~min E,V(f’,)

m(2—m—m) _
C' %«% (H—m—n) 2+E"’]

=2 -z m]

@ o {d—m—m;)
o3

= 11-23s Py . (37
'[ [} (2—17«—1';)] D
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Let v Py) =353 P
Xy -s Py o Bper)
u 1 .
When =y for nll 4,
1 1 1 1

so that in this caso

E V(T = min E,V(T,).
In order to prove that

E\V(Fy) > min E, V(T

wo ghall prove that y is actually i when all its aro cqual to 1/V.
We have the restriction.
Zp=1
on the p/s. Introducing the Lagrangi Itiplier A,
let y=SE PP _)Ep—1).
W @-p—p)

We can verify that at the point where p; = % for 1 €5 € N, wohave

X =0

GP‘

Yy _ —NeN-L_ _,
T o
Sy _ XNE@or

Spiopy AN=1P
%o that tho Hessian of 7 is given by the N’ X X determinant
—b by by . by

—b, by ... b

by by by .. =
Tho valua of tho r-th order principal minor of H(¥) is

(=1Y=10y4-by) = [(r =1}y =8, - (38
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Sinco b, < by, it follows that (3.8) changes its sign alternately as r i
and that it is negativo when r = 1, This shows that x attains fts maximum when
ol p's are equal to 1[NV and hence it follows that

min E,\V(F,) < E, V(Ty)
which shows that whon wo average over thoe conditional variations of y,'s, f, is
uniformly superior to the symmetrised Desraj's estimator, when samples aro of average
effective size 2.

Remark : Tho above rosult justifies the opinion that when auxiliary
information X of tho type discussed above is available, it is preferablo to chaose the
sampling schemo s0 as to mako the inclusion probabilities s proportional to zs
instead of choosing the design with probability of selection in each draw proportional
to zs. We note tho assumption involved in taking (2.8) to be tho minimum attainable
varianco when we uso (1.5).  This amounts to assuming that the given set of 7's can
be partitioned into two subseta such that in cach subset, the total of the 7's is exactly
equal to unmity. This assuraption though need not hold good in general is a good
approximation in practical cases especially when m;’s aro small quantities a3 is usually
the caso. It also scems reasonable to conjecture the validity of our result even when
vo > 2.
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