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lNote: Ansver Quc:.t.mn lo+1 and any ﬂ-rce out of
the rects. {.is allota? ’jo a questien are
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your Fractlcrl Rucerds to the instructor on
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marks.

1+ The following table gives the yields (1bs/plot) of ear corn
(y) and the number of plants (x) for four varicties A,B,C,D
in 3 randomised blocks. Analyse the data

Trcatments
Blocks A B c D N

I X3 18 : 16 18 %
y? 846 745 6.7 6.5

X .xt 14 16 15 16
y: . 6.5 . 7.6 8.2 8.3

111 x3 16 15 15 17
v: 7.1 745 57 745

and draw conclusions about the significance of corn yield
differences of the fow: varieties. (21]

2.({a) Develop the analysis of variance of a latin square design
for v treatments

(v) What arc Benferroni!s method and Tukey's method of
multiplc comparisons® dcvelop thoe expressions for theo
confidence intervals for elementary treatment contrasts
in a latin square dcsign. [13+10=23]

3.(a) Define the main cffects and interactions of a 2"
fact_orial experirent, and show that they represent 2“-1
mutually orthogonal treatment contrastse.

(b) Construct the key block of a replication of a confounded
design for a 2B experiment in blocks of size 2[‘, where the
following independent cffects are to be confounded:

ABCE, ABDF, AEFG, ABGH.
Write down the othor factorial effects confounded in the
design and indicato how the other blocks of this rcplication
can be obtained.



3.(c)

4.(a)

(v)

(c)

-0 -

Show that in a 2" fuctorial experiment in blocks of oK

_plots the maximum rumber of factors, that can be

accommodated without confounding main cffects, two-factor
interactions.and 3-factor .Lntcractions’is 2k-1-

[10+8453"
Give a balanced confounding scheme of a 33 factorial °
experiment in block of 32 plots. Construct the indepen-
dent troatmont combinations of all the key blocks of
this design.

Describo the analysis of variance for the 'suggested.

designe

Describe the generalized Yates' algorithm for the

design if one i3 intcrested in single d.f. components.
(8+10+5 = 23]

. 5.(a) What i{s a strip-plot dcsign? Vhen would you-recommend

(v)

(c)

the use of such designs? Give an example.

Describe. an appropriate model for the design. By using
an appropriate orthogonal transformation show how its
ANOVA gplits into threec ANOVA's on three different sets
of variables having thrce different variances to be
worked out. Hence give the AIOVA of a strip-plot design.

Obtain the variancec of various comparisons of treatment
means and get their unbiased cstimates. [3+15+5 = 23

——— s e
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Mote: Answer all quosticons.

Let )(1 .xz,... y )S,‘ be 1id W{n,1) randon variables. Construct

a econfidence interval for p of width C.5 and maxirum possible
confidence coofficient. Given a, find the smallest size n for
which this confidence intcrval has a confidence coefficlent

2 1=a. - [12]
Compute on attainable lowcr bound of the variance of an un- -
biased estimator of © bascd on n 1id observations from U(0,8)
distribution. oo [12]

Lot )(1 .XZ.-- .y Xn be 1id with

P [X1- 1‘] = ﬁz_‘-l"x-q’ rm= N,""l, N."Zp"-l Nzo

211(N2 are unknown integors.

Find suitable estimators of N,-N,, N,,and N, and state some

properties of the estimatora. . ) o [12]

The girl was-happy because she was incorrect only in one

math problen in a test. It was ascertaincd that there were
either 12 or 15 problems in the test. The girl usually scéros
around 90% in her math tests. Estimate the pumber of questions
in the test by the method of maximum likelihood stating nece-
ssary assunpticns. - . o [12]

.{a) In most out-puts of computer packages, p-values are

“printed. How are these used for inferencc?

(b) When the normal equations do not have a unique solution,
can thecse have exactly 4 solutions?

(c) In the Gauss-mrkofr sct-up in lincar models, how do you
estimato ¢7\ » the common variance of the error compenents?

(d) n 114 ohsar‘vations fron a Nlu,1) populations are available.
Compute the power of tho IF test for He ¢ p=0’ against H1 =1

(e) X is Binomial (n.p) oand Y is Binomial (m.p) Is X+Y Binoricl
(m+n,p)? Justify. [ox5=10]

peteoe
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Ichthyosis vulgaris is a skin discasc. It is of interast to
study high frequency (hf) clectrical conductance of skin affccte
by tho discasvs In a study 32 subjects of both sexes =16 patient
of this disease and 16 nornzl ones = were uscde

A small drep of distillcd water was applied at the sitc of ’
discase for 3C aeconds by puins of a dropper, blotted on immc-
diately and the cenductanc. was measureds Tho ccnductance valucs
thereafter wora recorded at 15 sceonds intervals fer % minutce.
Datn are given below.

It 13 of intcrest to cxarine tho regressicn of eonductance
cn timu and find out 1if thore are discasc and sex effcects on b
regression.
{a) Work out the contrast ‘hat describes the linear regressicn
of conductance on time {(at tho three points €,15,30 secconds
(b) Exomine if there arc scx and discase effects on the lincar

regression.
I.Ichthyogis vulgar _ch_x_s%z_; II. lcrmal cafgg;

Sl. Value of conductancelifl’) si. Valucof conductance(ud
No. Sex ﬁiﬁ‘;‘f in %zconds No. Scx ﬁltﬁ in igconds 50 I
1 M 191 89 44 1 M 237 143 66
2 M 149 5 6 2 M 435 127 78
3 F 213 60 39 3 F 192 43 5
4L F 102 9 2 4 F 247 79 17
5 F 294 88 6 5 F. 264 - 112 16
6 F 264 40 8 6 F 130 18 1
7 F 282 54 1© 7 F 147 15 7
8 M 127 41 6 8 M 216 88 15
9 F 14 18 6 9 F 345 68 11
10 M 98 13 2 10 M 401 260 67
M M 333 153 33 1 M 254 54 27
12 M 338 19 8 12 M 3ce 125 39
13 M 148 u7 39 13 M 227 1CO 37
14 F 380, 350 52 4 F 493 267 18
15 M 42 x8 132 5 M 234 31 21
16 F 352 - 128 - 16 /16 F . 247 61 19

[16+26=42
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1.{a) Electron becams are accelerated to potentials LOKV:
Estimate the wavelength of the electrons. Given:

h = 6.6 x 107" Joule-sece, m, = 9.04 x 107" Kg.,

and 1 eV = 1.6 x 1019 Joules.

(b) In a serles of experiments on the dcteminauon of the
mass of the particle, the recsults showod a variation

of & 20 m,, where m, derotes electron mass- ‘¥hat can you
- gay about the life tlme of these particles? Lo

(c) Consider a two step potential as shown 1n the rigure.

' j:-. C . Write down the
Schrodinger equation
for the system

. T v : A
) 2. : s .
[ T Vl . . .

1

)

Y
©) o a

(4+45+3)=12

2.(a) Consider a wave funcilcn given by y{x) = A Sin kx. -
What values of momentum p would you obtain from its
measurements in-the state' y(x) 7 :

(b)_GivenL+=Lx+;LLyand L_ -.Lx- v
show that [L,, L ] =2RL,
(Symbols hdvé their dsual !neanj.ﬁgs)."- G
- .o ( N r
(c) Show that 1*"'3/*f . e _
T axea (ebes)=12

’ peteos
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3.(a) Find the matrix element {n' / x / n) using

1
x = (*‘—)2 (a + a*) where a* anad a are the creation
2

and desatruction operutors respectively.

(b) Write down Helsenbery's equation of motion. What is the
basic difference between this picture and the Schrodinger
picture? ’ . [6+C2+4) Ja12

, 4.{a) Give the essentlal features of the energy bands in a
5014d crystal.

(b) From the point of view of the band theory of solids,
distinguish between metals, semi conductors and .
insulators. (6+6)=12

5.(a) Give the unit cell specification of an orthorhombic
crystal systems .

(b) calculate Cp = C, per mole of sodium at room temperature,
if at this temperature the compressibility of sodium is
12.3 x 10”12 n2/dyne, and linear coefficient of

i

expansion 1s 6.22 x 10-5 cm/oc-

(c) What are the main assumptions of Einstein's theory of
specific heats? What are the drawbacks of the theory?

(2+4+46)=12
GROUP_B '
Full Marks:40
Note: Answer Q.1 and any two of the rost.
1. Establish the following relation, the symbols having “thetr
usual significance
(a) T = (duros), (b) p = - (OF/ V),

(c) (x! ) = x In x - x, when x =) very large Suppose that
there are three cells in phase space: 1,2 and 3.
Let N = 303 le,1-==l*!2=l!3 and w1-23, w2=h3 and w3=63- It .ﬁh'3=-

find 6N and 6N, such that oN=0, &U=0. (2+2+4+42=[10

contde ees3/:
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Show, from Maxwell-Boltzmann statistics, that once the
partition function Z of the system is evaluated, all the
thermodynamic properties of the system can be evaluated.

Derive the baromectric cquation applying MB~-statistics. (6*7)-[15]

Write dovn the relation ccennecting entropy and probability.

Compute the thermodynarmic probability of Bose's statisticse

Why i1s the ccndition cquation 6éN=O not applicable to an

assembly of photon gas enclosed in a container ?

What is its implicatior on the distribution function 7
(2+7+3+3)=[15]

Write down the distribution function of FD-statistics.

Employ FD-statistics to derive Richardson's equation for

thermionic emission. (2+13)=[15]
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1.(a) Yukawa had scgested iz c>.is..rnce of a missive meson to
ex;lain nuclear force. U...t 12 tht uncertainty principle,
derive a rclution'bct\mcn the rangu of the ferce and the
mass of tha meson.’ .

(b) Calculate the flux assdciated with the wave function

wix) = U(x) o, vnere U(x) &s roal.

(c) A particle 45 4n the groun! state of a box with sidesl
%X = 3 Q. Suddenly, the sloles
1 of the box are moved

to x = *+ b. What is
the probability that

[N
| the particle will be
ry Y P 5 .

~b -'a,
in the ground state oX thic new potcﬁtial? (4+3+44)a1q
z.(a) Show that the expectaticr value of roxcentunm opecrator is
rcal.
(b) Tho Hemiltonian operstwr £or a one dimensional harmonic
oscillator is given Ly '

H =1i..aa+-),

where a and at ere the _-struction and cr.ation operators
respectively.

Show that there is a lower bound of cncrgy of the harﬂon“.
oscillator. What is it cualled?

(¢) In Cockroft - Walten capuriment, the followirg reaction
takes place,
? 1 B) - [ va
Liy + H — (Be, ) — ZHe,
cven with pro*ons whesa cnergy is much less thar the poton-
tial barrier of thc lithium nucleus. How. is this possible?
GCive a brief cnd qualitative answer. B (Lel+3) = 44

pot-O_-



3. The Kamiltonicn 1 = 5™/ © + V(x) has a sct of eigen kots
20
r
Ik ) with eigen valuis K.

(a) Verify that f_x.[x.!l]] = K2
13

(b) 1f 12 ) 1is any ket having a discrote eigen value, show

that
2

2
1]:' (E'A-E'.L) Ve x4l - T (4+7)= 11

4.(a) By introducirg a suiicble limiting procoss in

o

$kx
o(x) = 2-31-!- o ak,
-
show that, (x) =31 1inm £ .
! n APy

£ =0+ .

(b) In describing the chunge with time of a physical system
in the Schrodinger picturc, which of the following is
corrcct? -

i) ths dynamical variablcs are constant in time
11) state vectors arc constant in time

111) stat: vectora vary +rith time

iv) dynamical variablca very with time

(e) Considoering thic rog.ntu operator p, shecw that expec-
tation valucs suatisfy thn equetions of motion similar
to classical mcchanicse (5+2+4) = 11

5.(a) Consider a monochromatic ¥-ray beam falling on a
one-dimensional row of atems with intcratomic distance ‘a%
What kind of pattcrn: do you expect the diffracted beans
to form?

(b) Consider an infinite urray of cquidistant mass points
(each of mass m) with ncar-naighbour interactions only.
Assuming that Hooke's law is oboyed, show that there
exists a maxdmum frequ.ncy which can be propagatcd through
the chain. (34+48) = 4

contde ses 3/
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6.(a) Consider a lineu.r crystal of length L. Calculate tho

3.

4e

number of electrons ir u completoly filled encrgy bind.
(Use reducad wave veetor ‘R/a Ck¢ 77 a )

(b) Consider a crystal whors the 1st. Erillouin zonc contains

only cng olcctrun, irdtially 4in a stato k. An external
clectric fivld F is £aw arplicd to the crystal. Discuss
the roticn of the electron. What will ba the value of the
effectivo muss of the ¢lectren? Show how will it vary
within tho band. (5+6) = 11

GROUP B

Full larks:40
Answer Q.1 &nd any two of the rest.

\irite down monatomic idcal gas cquation. Derivo tho same by
the application of Maxwell-Boltzmann statistics.  2+10=[12]
Virite down Plarck's law of yadiatdors Derive it by applying
Bose's statistics. Hence show that the total energy emittcd
by a black body is propcrtional to the fourth power of its

absolute temperaturec. 2+8+4= [14]

What are Pauli''s exclusion principle and Heiscnberg's
uncertainty rclation? wWast are their imrlicaticns on
Formi-Dirac statistics? Durivo an expression for the

thermodynamic probability of Foral statisticse. L+6+4 = [14]

‘shat are bosons and fernicns? Give cne example of each.
¥ith usual significanca of the symbols, show that according
to F.D. statiatics

- i

“am3\3

Ppo ™ l\énv /l

_whora pmo i1s the caxdmes momerntum of clactrons at absolute

zero and hence show that the momentum space is uniformly

populated within the momautua sphere of Tidiug Ppo 87 L]
o, i >
0%K and there are no phase roints outside the sphere. 2+2+7+3="_\!a]

B e R L O———
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liote: Answer ary four questions. All
questions carry equal marks.

1.(a) low would you obtain a zonfiderce interval for the expected
value of Y corresjyonding to a given value of X = Xy (not

observed in the sample) in the lincar structure

Yy = aB Xyt (4=1,2,000,0)
(b) Suppose you have estircted a linear regression equaticn
of Y cn XZ,"" xk on the basis of n sample observations.

Describe how you would test the hypothesis that a new
observation

(Ym‘l' R PR m)

has come from the same sixructure as that presumed to have
generated the n sample observations. 55+10_}

2. Describe, with' the help of c¢n exanple, the usemincss of
Dumn y variables in lirncar rezression models for analysing
ecoenomic data. Explain, in this contcxt, how one can take
into account !'interaction' between two qualitative explana-
tory variables by the usc of Dumny veriablese (1e+71]

W
.

Consider tho following lincar regression model
Y, = Bxgtuy (1:4142,0000 ,n)

where Xg is nonstochastic and the ui' s are serially

uncorrclated disturbances with zero mean and variance o2.
Suppose the observations are arranged in m  groups;

the 1-th group contains ni(xnixm) observations of y and x

and the group means are denoted by ¥, and §i (1=1,2,000 m).

Suppose that only the data on the number of observations
(1.'\1) and the group means (');1. ;1) are avallable.

(a) Find the best linear unbiased estimator (BLUE) of 8 and
its variance.
Now suppose that tne ungrouped data (yi. Xy ),

(1 = 142,000, n)are also available. Then
(b) Show that the BLUE of B that may be obtained from the
ungrouped data is more cfficient than the estimator in (a)-
pet.o.
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3.(c) Examine if the R? computed from the regrsssion on grouped
data is n2cossarily lowver than that obtained from the
regression based on individual obscrvations. [10+10:5] !

L. Describe the Durbin-tatson (DI) test for detectisg the
preserce of autocorrelation a.org the disturbances in a
linear regression nodols Discuss the arplicability of the
test when lagged value of tho dependent variable is prescnt
among the explanatory variables. Vhat would you do in such
a situationt [10+10:5]

5« Describe the errorg-in-variables model cornonly adopted
" in econometric regression analysiss Show that the least

squares estimator of the slope parameter in a two-variable
linecar regressicn model wita error in both the variadbles
will be an underestimate cven if the sample size 1s large.
Derive the maximum likclihood (M) estimator of the regression
coefficient in the two-variable errors-in-variables model
stating all tie assumptions clearly. ' .7 [2vees)

6.(a) Explain clearly the "identification problem" in the
context of lincar sinmltancous equations model.

(b) Consider the following three equation mo:iel
’ = \; ¢ )
Vag = Bag¥att Vaq Xqet Tae
Yot = BaaVae*BasVaet YarXqet VorXorte,

- ) YA
Y3t " Pso¥or* VaoXar"Eue
where the y's are the chdogcnous variables and the x's
denote the prodoterminad variablesi the B's and V's
repreacnt the structwral form perameters, €'s are the
disturbances and 't' derote time. ’

¢ Examine the idcrtitiability of cach of the
equationa. [1u+4

i
LI
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CROVE. A

Answer any 5 questions. {5x10=50 ]

1.(a) n 1id L(u,1) odservations arc available. Compute the power
of the MP test for ::c_'. n=0 against H1:u-1.

(b) Ina.certain preblem, one of the rerral e¢quations is

6f,+38,+305235.
Is'2B1032+B3 ecstimable? Justify. If 14 is estimable,. find
its BLUE.
(c) X 1s Binorial (n,p) and Y 45 Binomial (m,p)e Ia X + Y
Binonial (n+m,p) ? Justify. _
(4) Use QLT to corpute P [X { %%(25,0:95], where X has a

Chi-square'disfx‘ibution vith 25 d.f. and 7,2(25 ,0.95) is tho
upper 57. point of a Chi-snquare distribution with 25 d.f.

(e) A box contains 75 red und 75 green objects. Objeccts are
drawn randomly from thct box one at a time without replacement.
Let X1-1 if the colour oI the object at the ifh draw is red
ard zero otherwise. Compute regression of X,gq on Xy ,q. [5:2=210]

2+ Consider the usual lincar mcdel Y=XB+£€ , where
[PV, l\’m(o.cr2 g\) and rank (X'.xp) 2 r { p. 'Write an expression
for the M.E of ¢~2 and show tiat it is unique. [10]

3. Let X be N(p .1)- Consider « tiest with the critical region-of
the form X ¢ C1 or X ) C, for testing Hy: u=0 against H1:ufo.

Obtain condition(s) on C, and C, so that the test is unblased. [+*1

4. Draw one observation fror a bivariate normal distribution with
mean ('2) and covariance ratrix ( 2 'Z) , using a random
5 -1

nunber table and a table of normal probabilities. [10]

patoOc
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5.« Cocpute thu distribution of the sample variance in a sample

Ge

7

from a Berrioalld distritution. [‘.‘I

Each farmer uses his ovh vardiety and a newly introduced
irrroved variety, in twn inderendent trials. It {3 proposed
to analyse the data using the one-way classified model

Yiom’_téia, 1=1,2, Jn1,2,00, Jo
Cnly the effect of farmes'sz euvmn variety ", i3 trcated as
1w, ‘_'32). and 15 independent of 613'3 « How would you test
uy = u? (-
The performaence P of stutcrts organizing integration in
Class Tests conducted ir::ediately after integration was found
to be negatively cqrrc'latcd with the number of hours H spent
for intcgration activiti.a during tho minth prior te integrail
It was alsd? cvidenced that the number of hours S spent on siud
during the same one renth period was positively correlated wit
P, but S and Il were negatively corrclateds The correlations
corputed on the basis of J1 students were

Yoy * -0.619, rps=0-l.10. rHs--0-239

Analyse the data sultably to bring-out the cffect of
" Integration® on perforrinccs .

") contds .
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GROUR B

Angver ary one questions | [1x50] =[50]

1. Tho conventional netnod of mzasurdng bloed prcssu'x"c by
Sphygnomanoneter cin not bu used for yersons suffering from
artari 'pulscless dis o‘\sc-" « Thera i3 an alternative pethod
using en Instruncnt edled x:ulrc oxiruter.

In a stucy 1ntnrdcrl 'co-p:u'e the systolic blood prucsurc
.reud by thaesy two Ln....m_.rta. blood. pressurc of 20.voluntcer
. men were necasured by both tha’ instmmcntn. Resurts' are asg
follows.
(a) Forculating the stati..t* cal protlcm clearly. amly..o the
data to answer-the questlon whether oxir ster reading can
. be used as a subatituic for sphygmomanonmcter readinge.

Sl. Systolic Blood pressurc Sl. Systolic Blood pressure by
nos.. Oximeter by sphygmonaro- los Oximcter srhygzomanoncter

weter
1 "100 95 - 11 118 115
2 102 T 122, 12 115 115
3 105 120 13 120 120
4 103 110 S 130 130
5 105 104 15 132 131
6 107 110 16 132 131
7 110 109 17 135 134
8 112 120 18 40 138
9 112 115 19 140 141
10 15 115 20 15 18

(b) Corrent on thu design of the study-its inadequaries,
limitations, cte. - aid suggest any possible improvercnts
you would make on the dcsign, 1f the study 45 to be made
on a fairly cnall aealcs ..

[30+20=50]

centde oo ol/
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2. RKIOH, Donhoachfy troats patients of a rare discasc. Five aror
such paticnts were selactid 4in such a way that they wero froc
five largo disﬁa!.nt geestaphical arcas around NICH. Starting
from tre houschold of cacir jaticnt, a1l persons in a cluster
of about 200 houscholds around the houschold of cach patient
were scrcened for the discasue glving tho followirg data

/# of houscholds  Af of persons & of newly identd

Paticnt 1in the cluster in the cluster positiva cases

1 212 . 1167 29

2 1193 992 29

3 166 €25 31

I 1207 1146 32

5 201 1083 36 R
Total 979 . 5233 157 h

With aims to estimate th: incidence rate of the discase, its
se€e, the pattern of incidonce over geograpnical areas and
other related issues, analyse the data after clearly formia-
ting the relevant statistical problems.

N
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In an experiment on wheat, three dates of trangplanting d1', dz
and dy on whole plots and two rates of seedling 54 and s, on
subplots were tested in four randomised blocks. CGCrain yields
in kg. per plot alongwith the exact layout plan are given below.

4 d3 42
Replication I
piica S 5 S s S2 5
6.5 7.2 8.2 8&.5 8.7 8.2
a a
Replicaticn II 4 2 3
L S5 sS4 sy S5 5
7.7 8.2 7.5 8.5 7.0 6.0~
d da
Replication III 2 - 4 2
22 0% 51 52 52 51
7.0 6.2 8.7 8.5 8.0 8.0
a d
Replication IV 2 2 4
1 5 5 S2 S2 5
8.7 9.2 9.0 10.0 8.0 8.5
Analyse the data and draw conclusions. [21]'

Starting with two appropriate linear models and their assump-
tions, show how the analysis of covariance can be carried out
easily using the results of the corresponding analyses of
variance. Illustrate your result; with respect to a latin
sGuare design with one concomitant variable.

(154+8) = [23]-



3.(a)

(v)

h._(o)

(v)

5.(a)

(v)

tbees

Tiow that at most v~1 mutually orthogonal latin-squares
(::0LS) of order V exist. Give o method of construction of

a cemplete st of TICLS of crder v with an illustration, when
v is a prine nunber or A prine power.

Cescribe Fonferrcni®s, Scheffe's, and Tuke's methods of
multiple comparisons witli necessary darivationas.

((3+5)+15) = (23]

Explain confoundring with an example. GCive a balanced
confounding schere for a ?5 factorial experiment in blocks
of size 2°. Construct the key blocks of all the replicaticns
of your design.

Describe the aralysis of veriance of the above design indica-
ting clearly how the various sums of .scquares are to be

computed. . " ) -
((5+5+5)+8) = (23]

An experiment to study the effects of irrigation (I) at thre
levels _wa's' originally planned in four randomised blocks.
Subsequently it was decicded to include in the study two more
factors, nemely N and F, the nitrogeneous and phosphatic
fertilizers, each at three levels. Consequently a split
plot design was thougnt cpproprlate,'wit.h nore importance
attached to the factors M and 2. Give a rough sketch of the
layout plan for the suzgested design.

Starting with an-epproprinte model for this éesign. describe
its analysis of variance, showing clearly the expressions fi
the various sums of sjuares involved. Also derive the
variances of various tivatwient mean comparisons, and give
their unbjiased estimators.

(3+(12+8)) = [2}
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BeSTAT. III YZAR: 1994-92
SEIESTRAL~IT EXAFIHATIOM
STATISTIC.L INFERELCE 1X
Date:30+4.02 Fexdmun Harks:i100 Timo:}% Hours
Note: Answer all questions.

1. Suprose x1 .XZ’---- are l.i.d. random variables and HO and };1

"are two sicple hypothes:s concerning (X4 X, eee)s Then tho
’

2y
SFRT for testing Hy apgainat H, terminates with probability

one under both Ho and H1. Frove this statement only under H1.
2+ Let X, X, eees be doded 1:(it ,02) where both p and o2 are
»
unknewne Consider the zotur of Stein's double sarpling proce=

durce.
(a) Find a boundcd length cearidence interval for u with a

given confidence coufficivnt (1=a).

(b) Suppose we want to test Fyi u= pg vs Hyzp=u, (u1 > ug)e
Show that the tcst procedure that rejects
Ho ©if
%) fa 1M1 83 e Mo
t + tp

o g~ ym~1

has probability of type I c¢rror { « and probability of
type II crror { 8 if th: stopping time n is properly
choscne Here m denotes tlic 1st sample size and ta,r is

the uppcr a-point of t. .«

3+ Suppose X, X, e arc i.deds B8(1,0),0¢ 8 ¢ 1.
’ .

(a) sugzcst a sequential procedurc to obtain an unbiased esti-
mator of g widern attairs the corresponding Cramer-Rao
lower bound.

(b) Show that with a fixed sorple size.g is not unbiasedly

b)

(8]

(3]

estimablc. . [7+3=10]

4. Consider the onc-sample locution problem. Assume that the

. comon distribution of tle’ coservations x1 .xz'...,v )g‘ is

symnetric about the unkrovm median 6.

(a) vnat 1s the ¥Wilcoxon aigned rank statistic? Express this .
as a sum of indicator functions involving the averages
xi+xj/2, 1 { J and hence construect a cenfidence interval
for 6 based on this statistic.

R

p.teo.

[1

4

]
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(b) assuming the adove (us 4n {a)) representation of Wilcoxon
slgned renx statistic Zinl its asycptotic distribution
under tie hylothisls that €=0. You may uso the results on
U-statistics (to be statcd clearly 4f uzed.) (-
5« Show that the Lau=dhitricy Ye-tost is unblased for genoral
onu=sided alternziivese Assune that the distrivution functions
are strictly increzsings [+

o))
.

Explain the cornccpt of Pitiin's asyrptotic relative effi-
cioney, . b
7. In cach of the followins yroblems state the model, the null :
hypothesis and the alternative and suggest a suitadble non-
paranetric test.

(a) Consider the followirs data where the y's are exar. scores
for students who rre=-cnrollad in a course and the x's are
similar scores who did 1ot pre=-cnroll. Czn you conclude
that the pre-enrolled students did significantly better
than the others?

x 73 &8 82 62 175 66

y 8 81 91 76 84 173
(b) The followinz tuble givos tha cstimated value of 6, the
ratio of the mass cf the carth to that of the roon, obtained
from suven differcnt spacacrafte
T m—

0%-9 # easam

Marinor 2 8143001
einer & 8142015 .
Iariner 5 £1.43C06
tarinor 6 31.3011
liariner 7 8142597
Picncer 6 8143005
Pioncer 7 8143021,

In this compatiblc with the previous Ranger space craft finding.
on the basis of which scicntists had considered the value of €
to be approximately 81.20357

centde eees3/=
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7.{c) The followirg are th. iviznts in pounds, before and eft-w,
of 8 pcreoons vhie stayud or a ccrtain reducing dict for four

weeks:

Before 147.0 183.5 232.1 15146 1S7.5 206.3 177.0 215.4
2

219+0 103.8 193.5 201.4 1&6.6 203.2

——cew s

3
176,

After 13740

Test whether the weight roecucing et s effuctive. (153

8.+ Carry out analycis for arny che of the protlems of Cuestion 7. [7]
(Usc tables of cxact diztritutions and 57 1cvel).
' [12]

9. Assizrments.

—a— 0% ot
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SIILSTRL 1T THAMINATICL
INTRODUCTION 2C SICCiLWETIC FROCE3SES
27.4:92 Faxiran Forksi100 Timc:}% Hours
Lot:: The paper carrics 120 narks. The maximunm
ene o seare 45 1C0. Harks cro indicated
within traciietae.

1. Let a fair dic kaving cist faces be tosced repeatedly with
xi defincd %o be thio rusbor appearinag up on the itk toss.

n . .
Define Sy = 1‘.i1)11- Tor aiy given kK, 1lct

n =rinf{n>0: 5 ) kY. petine D=5y, K k ) O

Consider the stochasiic process QDK. k) O} .

(a) Dotermine the state space of the process.
(b) Show that 4the process is a hormoceneous Markov Chain and- .
calculate the trensition probabilities. [80(64-6)=201

2

Let {){n. n) 0} be a hormogencous Farkov Chain having countable
state space I and one ctep transition matrix P -((piJ)).

Call a prebability distribution n on I a gtationary distributicn
for th: kzrkov Chain 1f

n(3) = 1}‘:_111(1) Py for coch J€I.

Frove that if thc Initial distribution of the chain happens
to be stationary, then the distribution of xn i3 independert ne

Let = be a stationary dictribution of a larkov Chain. Show
that 1f (1) ) 0 and 4 Xeada to J then ={3) ) O.

The transition matrix of a larkov Chain is called doubly
stochastic if & 913 = 1 for all J €I.
1¢I

What 1s the stationnry distribution of an irreducible, finite
Karkov Crain having d states ard a doubly stochastic transition
natrix ? [6+8+10=24 ]

’

et
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3. Corsider a horogencous larkor Chainon I = {0 119290000, dl

satisfying JEO dpld ul, i =2=0,1,0ee, d.

show tirat (1) E {8 | %omlos Xqmtqeees X1} =t

(44) € ant d ave necarzarily wbrorbing siates.

(111) 1€ a1 tho state:s other than O and d are transient,
cuch stationwry distributicn of the chain is of the feim

n“-(1«1):-.0-':c;r.1 , where 0 a {1 and

14144 =0 41 4f 1 =9
ﬂ1(1)-
oifLtc 01f 1 44

. (4v) for any 1 €I, pgg)ﬂ F{Togn‘xo-i} for ailn ) 1

no(i) s

vhere Tg= .mfin PR )S_\=0}
=0 1£ no such n exists. [5+5+8+422 1

4.{a) Consider a Farkov Chain on the non-nesative integers cuch
that, starting from 1 the chain goes elither to statc i+1
with probability », 0 ( ¢ 1, 0or to state O with prebabil;
1=p.

(1) Show that the caadn is irreducible,
(11) Does *he follouins system of equations
(]
L p Ky = KXo
§oqP13 %3 T M

04 % {1

i=1 '2.3.900.

cadmit a ron-zcro solution ?

(111) Dous the answer to (11) above help you to deside
whether the chain is recurrent or transient? State
clearly the result you are likely to usc.

(b) Lot gxn:. n} O} be a homogenuous Farkov Chaine Show that

(1) 1f 3 15 a tronsicnt state, L pi(n) ¢ 2._‘0 (n) for

every state 4.
(1) ® fxgmtg|ymty Kymty e Xomt § P Xomto | Xmg]
whenever 1oft hnd side is definods  [(2+8+4)+(6+b)=

contde seesd/
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5. Let ix(c), t ) 0} bo o continuous time parameter Markov
Process with tho statu spaco I, a countable subcet of integor.
and having station:ry trunsition probabilitics pia(t).

{a) Assuming that pid(t) %a contiruous at zero, prove that
pla(t) 1s wniformly continuous on [0,=).

(b) Dofinc the Anfinitesinal generaters of the procosse
Define a gtable state and an Anstantancous state.

When do you say that tho Markov process is conscrvativae?

(c) ¥hen 1s the Markov Process {X(t):t h3 0} called a Poisson

Procesz with paraincter M) 0)? Determine the infinitesinal
generators of the Polscon process. Is this process

conscrvative ? [6+(2+2+42+4)+6+64+2=30
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IRDIA: STATISTICAL LUSTITIE
B.Stat. (i'ons.) ITI Year: 1551-9:
SZUESIRAL-TI BACIPAPER ZAAINATION
Srxple Surveys ’
Cate: 2.1.1902 Faximum Markss 1CO Tire; 3 hours
MNote: Attempi ALL Questions. "he raper carries
11C rzarks Du® the maxfmum you Can score

is 100. Tle marks allotted are given at
the end of each question.

1. Prove or disprove the tollbwing staterents:

(1) For SRSWOR designs, the sarple mean {s EILE in the
Ty =class of linear unbiased estimators fci* population
riean.

(11) Yates-Crundy unbiased estimator for the varience of °
the H-T estirator of a finite populaticn total is
always non-negative.

(1i1) For estimating the pepulation mean ¥ of a variable y
in a bivariste population in which X is imown and

3¢, < 2C, ond (;',x < 0.7

the ratio 2:tirator is better than tre sample mean y.

(8+8+6) = [20]

2. ‘(1) Define combired and separate regressicn estimators, for
population mcan ¥, in stratified simple random sampling.

(11) Derive optirum allocation for the use¢ of sezarate
regression estimatcr and find the conditions under

which it reduces to
(a) proporticnal allocation (b) equal 2llocation.
(15¢10) = [25]

3. (1) Supgest three different two stege sampling strategies,
pared w; for estimating the population mean per ssu.

(i1) Dorive exprecsion for the variance of the corresponding
estimator “or any one of the proposed strategics.
(10+15) = [25]

pe.tio.



. (1) The quoantivty (in ¥g o) of fish sold in Benhooghly market
in a particular we.ak was found to te

10.5; .15, ._,05. 12.5; 187-" 22.4%, 30.2
Draw = ci“cular sy--tematic samp le of 3. days and estimate

the total tish -'old duv'ing the week on the basis of data
for sampled days. .

(ii) 'I'he following are the Durga Puga subscriptions made by
15 randonly selected housenolds, out of 75 in a street in
a locality, dum,ng 1991. The qorresponding subscriptions
made by them in 159 are given in bracket ( ).

250 (200); 20 (15); 50 (30); 100 (75); 30 (20)

50 (40) ; "25 (20); 40 (25); 200 (150); 60 {50)

60 (50).; 5¢C (30); 50 (40); 75 (60); 50 {30).

It is known that on the average subscription given by the
street hhs during 1990 was Rs.50/~ per hh. Estimate the
total Puja subscriptions. made by the street hhs, in 1991
using

(a) estimator based on sample mean
(v) ratio estlmator

(c) regression es tlmator.

o
'

Obtain the ‘estimated relative efficiencies of thne estimator
in (b) and (c) over that in (a). You may use 1arge. samp le

" approximations.
' oL (5+2o) = [25]

5. .. A sample of 1 units is selected, out of N units in the
populatlon, using PPXWR sampling. If the pcpulat:.on
satisfies . D N

yi-_-a'+,35<if' i=1, ...,N._

fing co*xdition under whic"x the strategy TP = (PPNR, usual
unbiased estimator) is" superior to the strategy Ty = (SRSWR,
sample mean) for estimating the population mean 7

R . [15]

e ——— \ ’

bCé: ~ R ) \
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INDIAY" STATISTICAL IKSTITHIE
B.Stet. (Hcns.) IIT Year: 1991-92
SEMESTRAL-I BACKR,FER EXINATION

Fhysics I
Dates 1.1.,1962 Mexinum Marks; 60 Tige: 2 hours

Note: GIVEM: Rest mass of an clectrons 9.11 x10'31 kg.
Chacze of an electron: 1 6x1619 coulonb
Planck's constant h; 6.63x 16 Joule sec.
Speed of 1izht in free space ¢ = 3x102 m/s

1eV = 1.6x1o'19,jou1e.
Symbols have their usual meanings.

1.(a) Write dcwn the equation of cornstraint for a simple pendulum.

(b) Two masses my and m, are tied to the ends of an inextensible
string passing over a fixed pulley at the edge of a smooth

table. Set up Lagrange's equaticns.
(3+7) = {10]

2.(a) Write’ dovm Homilton's Crnonical equaticons.
. (b) The Hamiltonisn of 4 systenm is given by,
g %(pf‘ 011‘ + pzz a? - 2aq;)
where @ is n constant.
Write down the expression for the conserved quantity.

(¢) State the principle of least action fer a system where the
Hamfltonian is conserved. .
(3*3*’0) - [10]

3.(a) Considering a gererating function of the type Fy= g Py,
) show that F, generates an identity trensformation. i

_(b) Express thé temporal evolution of any varisble a(q,p, t) in
terms of the Foisson braclkets.

From this show that if the.Hamili_;onlan H does not involve
time explicitly, then H will be a conserved quantity.

p.t.o.



(c)

4.(a)

(v)

(c)

5.(n)

(v)

6.(a)

(b)

ibec:

-2 -

sn infinitesimnl ¢anonical tronsformation leaves the
Hamfltonian invarisat. Vhat can you say about the
ceneranting function ¢f such n transformation ?

{6+ (242) +2] = [10]
State the postul~tes of 3pecial Relntivity Theory.

The inertial frare 3' moves with a velo'city v with regpect
to the inertial frric S, ~s shown in the figure.

3 s!'

— v

> X, X!

/

write down the Lor:ntz transfcrmation equations.

Is it true that tuo events which occur et the same place and
at the sane time for ong observer will be sirulteneous for

211 observers 2.
(4+6+42) = [10]

If the proper life time of a M-meson is 2.3x1o'6 s, what
average distance would it travel in vacuum tefore decaying,
as measured in the reference frames in which its velocity
is 0.60c ?

Compute the effoctive mass of a photon of wavelength 1 %A.
(5+5) = [10]

Show that the relativistic expression for kinetic energy
K is givéen by K = (m-mo) c2.

u
(You may start with K= s PF.4dl)

u=o

How much ¢nerey is rcleased in the explosion of a fission
bomb containing 3.0 kz of fissionable material. Assume ths
0.1%. of the rest mass is converted to released energy.

(6+6) = [10]



INDIAN STATISTICAL INSTITUTE
B.Stat. (Hons.:) III Year: 1991-92
SEMESTRAL-I 3ACKPAPER EXAMIMATION

Linear Statistical }odels

Date: 31.12.1691 iiaximum Marks: 1C0 Time; 3 hours

llote; Answer ALL questions.

Consider the following model:

Ynx‘l

components of € are i.i.d. with zero mean and unknown
variance 0 .anp i3 a known matrix and apx1 1s a vector

a AR+ €,

of unknown constants, unless stated otherwise.

Discuss with practical examples how samples are drawn for
simulation of the above model when

"(a) X 1s known and A is known but fixed.

(b) Elements of X are eitner zero or one and 8 is known
but fixed.

(¢) Elements of X are either zero or cre and some components
of p are randon and other components are-fixed but unknown.

(3x3) = [9]
(a) Let the rank of X be full. State and prove Causs=Markoff
theoren. .

(b) Show that there does not exit LJE of atleast one component
‘of B when X i5 not of full rank.
(12+4) = [16]
State and prove a nec2ssary and sufficient condition for the

estimability of 1'g8. [o]
10

Let 1'8 be estimable. Vrite an expression for the BLUE of
1'p, show that it is unique and it is uncorrelated with every
error function.. ’ [101

pst.o.
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Consider the model under the following specific set-up:

yij.u+ti+= + €

53 13 L 21,2,000, I,

J = 1,700, J, except wren L =1 and J =1,
(a) Write the nevm~l e¢nuations.
(v) shew that T, - T, is estimable.

(c) Find the BLUE of t, - 33 and another of {ts estimator
other than the BLUE by inspection.

(84145) = {10}

Showing necessary cormpulations, carry-out AIOVA for testing

"0* By = Py =0, when n = 12, Y'Y = 48, =2nd the normel equatior
X'Xp = X'Y are

2p .= h, 3, =3, pym5.
> {10}

{a) ¥rite the lay-out of AACCVA for a two-way classified data

with one covariate.
(b) Rewrite the ley-out when ANACOVA is used for handling one

missing observation.

(10+5) = [15]

Show that the hypotuesis of no three-factor effect for a 3-way
rx sxt table under lec-lincar model set-up is equivalent to

Bygx sk Pijt Prst

ek Pisk  rit Pist

for all i, J, k, where the expected (i, J, k)th cell frequency
is mijk-

[20]

sbees
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INDIAY STATISTICAL INSTITUTE
peState (J2n1.) ITI Yerr: 191a92
TRALAT “ACHDATER BARCINATION

Dant

forois

Differentinl Enuations

Nase; AN.12.194 saxdpun Marks: TiCC Time: 3 hours

Note; Angter ALL Questisns.

1.(a) Let A te a constnt nxn ratrix, 2 and C constant n-dimen-
sjonal vectors. Proavez that the soluticn of the systen

Y*(t) = A7(t) +C, Y(a) =B,
en (==,=) {s piv~n by the fcraula

Y(x) = ofx-a)hy ( lx-ae““A qu)C . {10]
(o]

(b) If A is non=-singular, rrove tnat the integral in part (a)

T aix=3)A ~1
has the value je - I) A . (5]

~

(c) Compute Y(x) explicitly wren

P SRS R R b
(5]

2. Consider the initial-valuz protlem
y* +y=2" wita y «1 when x = 0.

(a) Find the exact soluticn T of this protlen. (8]

(b) Apply the retrod of successive approximaticn, starting with
the initial guess 'lo(x) = 1, Determine Yn(x) explicitly and
show that

nmi ¥ (x) = Y(x)

for all real x. [12])

X

3. By changing the independent variable to t = e, transferm

tre equation
(1-ex)y" + -}_y' + e‘y =0
to the hypergeonetric type and write down the general solutio

near the singular noint z = C.
(?0]

p.t.o.



4. (1) Use the ccavolution theorom for Laplace transforms to find
»
the iaverse Lavlace transforn of s/ 1(5-1)(320 1)J .

) ; {10!
(14) Find the Dunction “(t) civen that

2 t .
ot) = ¢ o~ /e f(t-u) . {10]
o
Se Censider the differential equation u" « a{x)u = 0.

(a) If u(x) is a non-triviel soluticn, prove that u(x) has at
most one zero if q(x) < O. '
' (8]
(b) On the other hand, if q(x) > O for all x > O, find a
sufficient condition on G(x) which ensures that u(x) has
infinitely many 2eros on thé positive x-axis. Prove your
result.
(12]
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INDIAN STATISTICAL INSTITUTE
B.Stat. (Hons.) III Year; 1991-92
SEMESTRAL~I BACKP/PER EXAMINATION

Statistical Inference I

: 1 .
Date: 27.12.199 . | Maximum Mar‘k's: 100. Time: 3 hours -

1.

'
o

Note. inswer nLL ouestions-, This is an open note v
examination. You may consult your notes but
books are NOT allowed. 15 points are reserved
for numerical assignments.

Let Xy,Xp, ++,X be 1.i.d. observations with a common N(9,1)
distribution, where 6e (-=,=) is an unknown parameter. Obtain
the uniformly minimum variance unbiased estimate for exp(ez)
Provide an explicit expression for the estimabe and an adequate
Jjustification for your answer.
: [20])

et X1 XZ,...,Xn be i.i.d. observations with a common Poisson
distribution with pm‘ameter oe (o ®). IsX =o 1’91 1+ which

is the UMVUE of GZ an admissible estimate of 6 W.r.t. the
squared error loss (Justify your answer) ? Is R minimax w.r.t.
the squared error - losq (;just:.fy your answer) ?

. [20]
Let (Y1,X1), (Y2,X ),.1..,(‘[ X ) be 1.i.d. observations with a
common bivariate normal distribution such that E(x ) =
u E(Y )y =v, Var(x ) = O Var(Y Y= Y2 and Corr(xi,\’i) =P
(all parameters un}mown) Consider competing hypotheses
H :? =0 and HA;:r' 4 0. Derive explicitly the likelihood
ratio test statistic and the rejection region (with a preassig-
ned level) for Ho after a suitable simplification of the test
statistic. Vhat can you say about the distribution of the like-
hood ratio test statistic if Ho is true ?

{25]

Let X4 ,X,,404,X, be i.i.d. observations each with a uniform
distribution on (0,6). Based on these observations, obtain a
uniformly most accurate confidence interval for 6 with coverage
probability % Y.. Vhat happens to this confidence interval as
the sample size n grows to infinity (Justify your answer) ?

[20]

ibee:



INDIAN STATISTICAL INSTITUTE

B.Stat. (Hons.) II and III Year: 1991-92
SENE3TRAL = T BYASTNATION

Arthropology
Date: 27.11,13M ursirum Marks: 50 Time: 3 hours

Hote: Ansver ALL questions.

1. Define adaptation. What is the difference tetween adapta-
tion and acclimatization ? Is the elevation of heemoglobin
content in the sojourners' blood an example of adaptaticn
or acclimatization ?

2. (1) what do population pyramids having the following shapes
suggest ?

(a) triangular with broad base
(b) cylindrical, and
(¢) roughly resembling en inverted triangle ?

(i1i) What are the salient characteristics of
(a) a stable population, and

(b) a stationary population ?

3. (i) The best definition of Anthropology is
(a) the study of human social evolution
(b) the study of human biological evolutlonl
(¢) the study of primate evolution
(d) the study of human variation, biological and cultural,
in time and space.
(11) Human races are
(a) subspacies
(b) divisions of mankind
(c) lingui?tic groups
{d) religious groups.

contdeeess 2/~



(111) Java man is clasaified under

(a) Homo erctus
(b) Homo r2azdertal
(c) Homo saniens

(d) Horo hahilia

(1v) Homo sariens s £ol2ly characterized by

5.

sbee

(o) sasittal crest

(b) brachial locomotion
(¢) ercct posture

(d) canine tooth

(v) Fecundity is defined in terms of
(a) ability to conceive
(b) number of live born offspring
(c) number of surviving offspring
(d) sperm count.

The ability to taste PTC depends o a dominant gene, T,
inability to taste the substance on its recessive allele,
t. Fersons with genotyres TT or Tt are called tasters,
persons wits the genotype tt, nentasters.

(2) If a Tt x Tt matdng results in four children, what is
the chance that all four will be tasters ? That all
four will be nontasters ? '

(b) If a Tt x tt mating results in four children, what is
the chance that all four will be tastars ? That all
four will be nontasters ?

Illustrate your oncwer with diagrams.
wWrite notes on

(a) Homozygote, heterozygote and hemizygote

(b) Dominant, recessive and codominant.
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INDIAN STATISTICAL TIHSTITUTE
3.5tnt. (Hfons.) III Tear: 156192

SZUESTRAL = T BARCINATICNH
Di £fi:ivntinl Equations

Cates 28.11.199 Maximum Marks: 100 T™me: 3 hours
llote; Answer 3uw:stions 1 and 2, and eny
N T+0 of the remaining.
1. Solve the initinl=valuc prodlem

Yi(t) = AY(t) + C(t), Y(0) =B
on the interval (-=, =) where

2t

a2 a4 1 I ay) = B=fo] 2t =l y(v
0o 3 - |o o 75(t)

2 1 3!, e o, Y3(t) |
' [20]"

2,(a) Consider the differential cqmtiovx Y'(x) = F(x,Y) where F
13 a function dufined cn a sot S 1a R 1 given by

s -i(x,';) : 1x-al < h, UY-3H ¢ k-}_.

By placing suitable restrictions on F, prove tiat there exists
an open Intervel I = (a-c, asc), where ¢ is to be chosen
cppropriately, sucn that tiere is one and only one n-dimen-
. sional function ¥ definad on I with .Y(a). =B, (x Y(x) es
and

Y'(x) a r‘(x,Y(x)) for each x eI, (10}
(b) Let f be defined on the rectangle R = [-1 1]x [, 1Jas” °

follows: !

£(x,y) = o} if x=0

2% 4f x40 and Iyl < x°

2x 1f x#0 ond y > x2

-2x 1f x#0 and y <-x?'

i contdeesses 2/'



(1)
(i1)
(1i1)

(1v)

(1)

(2)

(v)

(e)

(1)

(11) Show that . ‘

-2 -

Frove that 11(x,y)! < 2 ¥ (x,y) ¢ R.

Show that f docs not satisfy a Lipschitz condition on R.

For 2ach constant C satisfying ICl <€ 1, show thaty = sz

is a solution of the initial-value problem y' = f£{(x,y)
with y = O when X = 0. Show also that the grapl:\s 61‘ these
solutions over {-1,1) lie in R.

Apply the (Ficard) method of successive arproximation to
this initial-valuc problen, starting with the in{tial
guess Yo(x) = 0., Determine Yn(x) and show that the
approximations converge to a solution of the problem
on the interval (-1,1).

Repeat (iv), starting with {nitial guess Yo)x) = x.
Determine Yn(x) and show that the epproximating functions
converge to a solution different from any of those given
in (4i1). -
{20}

Consider the differential equaticn
x(1-x)y" + [p~(p+2)x]y* - py = 0,

vhere p is a constant.

If p 1s not on integer, find the general solution near
x = 0 in terms of nypergeometric functions.

Write the general solution found in (a) in terms of
elementary functicns.

VYhen p = 1, the solution in (b) is no longer the gencral
solution. Find the general solution in this case.

[25)
Show that (in the usual notation for Laplcxe transforms
end Bessel functions), L[J (t)](s) = — —  and ceduce

1+82
the Laplace trznsforms of the functions

3D, 330, £ 5,0,

t ( du
joJo t-u)J1(u)T-J1(t).
contd.eess 3/-



‘(11_1_) Evaluate
}oJo(t-u) J1(u) u du.
{25]

5.(a) Defining the polyaomials Pn(x) as

- A a2 n
T I e
prove that y = P (X) satisfies the di{fferential equation

2
(1-xz)d—325 - Zx% + n{n+l)y = C.
ax

(b) By writing (xz-‘l)n = (x=1)"(x+1)", or othervise, prove
that
n 2 -
Pn(cos 28) = 2 (-1),‘(‘;) cosZn 2rg smz"o.
r=0

where (’2‘) denotes the bincmial coefficient nt/ (n-r)! r! .
Deduce that
p (L) = L F(ayr(my2amer,
nt2 r=C r

N

.

{251]

idees



INDIA! STATISTICAL IMSTITUTE
B.Stat. (Hons.) III Year: 1951-92
SEMESTRAL = I EXAMINATION

Eccromics IIX

Date; 26.11.,167N Mexinur: Marks: 1CO Time; 3 hours

1.(a)

(v)

3.(a)

(v)

Note: Answer AVY FOUR questions. All questicns
carry equal marks. Marks allotted to
different parts (Lf any) "of a question
are shown in brackets { 1.

What {s meant by the 'head-count ratio' (HCR) measure of
poverty ?

An enamination of annual data for India over a number of
years reveals that the HCR for rural India has varied
inversely with the per capita production of foodgrains,
but directly with the relative price of foodgrains (price.
of foodgrains relative to that of manufactures).

Could you develop a theoretical model which would lead to

such a result ? If so, outline the basic structure of such
;x model and derive its implications as far as HCR in rural
India is concerned.

]

Critiéally discuss some of the major explanations whienh
have .been suggested for the so-called industrial stagnation

of the Indian econony after the mid-sixties. [25]
Sl 25

Vhat is meant by the concept of tequally distributed equi-
valent' income ? How is it computed ?

Suppose you are asked to compare the absolute levels of
1iving of two given states in India in a given year, where
the absolute level of living in a state is measured by the
overage per capita total expenditure (PCE) in that state.

Would the ratio of nominal average PCE's for the two
states serve the purpose ? If not, what adjustments are
required to be made to this .ratio ?

contdecsse 2/=



(c)

L.

(a)
(v)
(c)

(a)

6.(a)

(o)

-2 -

The table below gfives some data for the rural areas of
selected states in India for the year 1973-74. Coupare
the level of 1living of each state with that of Yest Bengal
for this year:

State : Vest Tamil- Maha-
Item Bengal Fundab U.P. o rachtrs
1. Nominal average 47.50 " 75.51 51.32 47.74 52,27

PCE (Rs.)

2. Index of consumer , 100 131.2 114.5 117.7 1124
price differential
(base : West Bengal)

3. Lorenz ratio of .0.296 0.270 0.236 0.269 .0.263
nominal PCE's .

*base s the price level in West Bengal = 100.

(9+848) = [25]

Discuss the salient features of Mohalanobis approach paper
for the Second Plan of India. Obtain an assesment of the

"above in the light of the relevant literature.

(12413) = [25]
write shert notes on any two of the following:
Econoric backwardress as a qQuasistable equilibrium.
Block angularity in the economic structure of India.

Inverse relation between marketed surplus and prices of
foodgrains.

New Agriculturel Strategy {Indian Agriculture).

(1215”2.‘2) = [25]

Discuss briefly the Minhas-Vaidyanathan decomposition scheme

to determine the components of growth of crop output in India

for the period 1951-54 to 1958-61. Ccmment on the above in
the light of some of the important empirical findings.

(10+5) = [15]
Discuss any suitable framework to characterise the pattern
of interyear changes in the balance of trade of India.

(o)



Cate: 25.11.169 Naxieuan Markes 1C0

(2)

(v)

(c)

(a)

[Tom-caizsu]

WOLARL STAVICSTICAL INSTIVG
2.State (lense) I Year 3 19M=62

STESIHAL =1 ELRTUNATION

Faysics 1

-
ra

t€s M hours

totes Uce coparete ancswerscript for
Cath LrCUT .

L3
SYVITI: Rest mass of an electron: 9411 x 1071 ¥a

Charge of an vlictren: 1.5x10’19 coulermb
Plantk's constant hs= 6.63 x1§ L’;\cule-sec
Speed of 1lirat in free space,c = 3x108 r/S

Tev = 1.6x16°° Joule

Sywbols have their usual ceanings.

GROLP - A
[ 50 « 10 (Assigrzents) ] = [60]

tiote: Answer auesticn no.l 2nd any FOUR of
the mst.

Give briel answers to the follewing: (7x2) = (15}

Could a mechnnical experirent be purfomed in a given
reference frame wWhlch weuld reveal informaticn abcut the
acceleraticn of that frane rclative to cn invrtiol one 7

If prhotons have a speed ¢ in one referense freme, can they
be found nt reat in any other incrtial frare ?

What {s the speed (in terms of ¢) of an elactron whoze kinetic
energy c¢quals its rest energy ?

when a source of light and an observer arv moving away from
one gnother, the obscrved frequency V 1is given by

C=U
cC+V

3 =

This is longitudinal Donpler effect in relativity.
contdecess 2/=



(e)

(0

(g)

2.(a)

(v)

(a)
(v)

4.(a)

A rocketship is receding Iro—\ €arth at a s«e:-d of 0.2¢c.
A 1light in the rockatship appears blue to passéngers on
the ship. What colour would it appenr tc an observer on
tha earth ?

Suppose the motion'of & pcndulun 13 not restricted to a
plane. Such a pnnr'ulum ‘$a called a spherit:nl pendulum.
write the equation of constraint.

Give a set of generelized coordinates needed to completely
specify the motlo."x of a circular cylinder rolling down an
inclined plane. (Refer to the ngure)

(o —* —

- -
/‘// |

A particle is moving on a very long frictionless wire which
rotates with conetent angular speed about a horizontal axis.
Is the system i) scleronomic or rhecnomic 11i) holenomic or

non-holoromic 11i) conservative or non-conservative ¢

s

The point of suspension of a sirple pendulum is atteched to
a moving lift wirich falls with an acceleration £f. Find the
Legrangian function cnd the equation of motion.

The Lagrangien of a system is
L= %m(i'2 + r?' é2 + r2 slnze 62) - V(r)

Write down the cxpression for the conserved quantity.

(6+43) = {9]
A particle moves in the Xx-y plane under the influence of a

central force depending only on its distance from the origin.

Set up the Hamiltonian for the system.

Vrite Hamilton's equations of motion.
(5+4) = 9]

Considering a generatj.n'g function of the first kind,
given by,

contdeasss 3/t



(v)

5.(a)

()

6.(a)

-3 -

show that the iransfomntion in effect interchanges the
nomenta and coordinates.

The angular mementun vector is given by -_'_L = T xP.
Show that [ ".';x' '“'y“ a (L .

[ ] cenote &he Poisgsen brackets.

(845) = (9]

2 - o2 e
Show that &y = —=——p——
[

Po
—0 .
N1 - uZ/cl.

The average life time of p-mesons at rest is 2.:’5x‘l0-6 'R

(You may start with m =

A laboratory measurecent on H-mescns yields an average
1life time of 6.9%x10  s.

(1) What is the speed of the mesons in the laboratory ?

(11) The rest mass of a H-meson 1is 207 m, (m,—> rest mass
of en electron). that is the effective mass of such
a meson wnen moving at this speed ?

(i11) What is its momentum ? (_;"5) = [9]

The relativistic expression for acceleration a of a single
particle under the influence of a force T is ziven by,

= F_ U0 (=w =
ams - - (F.u)
m mc?'

- which shows that in general, the acceleration is not parallel

(b)

to the force.
Can you cite two cnses, giving examples, where acceleraticn
1is parallel to the force ?

Consider a radioactive nucleus moving with uniform velocity
0.05¢ relative to the laboratory. The nucleus decays by

emitting an electron with a speed 0.8c along the directicn
of motion. Find the velocity (magnitude and direction) of

the electron in the lab frame.
(5+4) = [9]

p.t.o.



1.(n)
(v)

(c)

2.(a)

(b)

3.(a)

(b)

(c)

-4 -

GROUP - R Max. Marks: 40

Note: Answar qu2stion no.1 and any W0 of
the rest.

Establish the radfonctive decay €Quation.

Comment on the statement - ""The law of radl'oactivc- decay
is a statisticel law."

A large amount of racioactive meterial of half~life 20 days
got spreed in a room making the level of radiation 40 times
the permissible level of normal occupancj. After how many
days, the room would be safe for occupation ?

(a+b48) = [12]

Derive the relation TVT'1. = constant, for an adiabatic
transformation of a perfect gas;, the symbols having their
usual significance.

Immediataly on explosion of an atom bomb, the ball of fire
produced had a radius of 100m and a terperature 105 degrees
Kelvin. VWhat will be the approximate temperature when the
ball expands adiabatically to 1C00m radius ? Yy = 1,66.

(84+6) = [14]

Derive, from entropy consideration, the expression for the
thermal efficilency of a Carnot engine. '

Show that no irreversible engine can be more efficient than
a reversible one, viorking between the sam2 two temperature
1imi ts.

Equal masses of water, ecch of mass m, at absolute temperz-
tures T and T, respectively are mixed adiabatically and
isobarically. Show that the entropy change of the universe
is

(T1 + ’1‘2)/2

L
pn /_T1 T,

2nece

and 1t 1s positive,
(3+6+441) = {14]

p.t.o.



4.(a) Define the critical constants of a gas and correlate them
with van der “aal's constants.

(b) With usual meanings of the symbols. Freve that
= CP /c\.v .

2 /2
g5/ %2

(c) State the seccnd law of thermodymanics in terms of entropye.
(3+5+4+2) = [14]



SEMESTRAL (I) EXAMINATION (1991-92)
B-Stat (Hons.) 3-rd Year
Statistical Inference (I)

Answer oll questions, This is an open note ezaminafion. You may consult
your noles but books are NOT allowed. 15 points are reserved for numerical

assignments. Date; 22.11.199

Maximum marks : 100 Duration : 3 hours
(1) A coin with unknown probability p € (0,1) of turning head will be
tossed until a head occurs, and let X be the total number of tosses that.
will be required. What will be the uniformly minimum variance unbiased

estimate for ,/p based on the observed value of X 7 Provide an explicit
expression for the estimate and an adequate justification for your answer.

[ 20 points |’

(2) Consider a linear regression set up with ¥; = a + SX; + ¢, where
Xi=—,1<i<nandtheesare independent with ¢; having N(0, X7)
distribution. Obtain the maximum likelihood estimates for the parameters

a,f € (—00,00) based on (Y}, Xy),{Ya, X3),...,(Ys, Xn). Are these esti-
mates unbiased (justify your answer) ?

[ 15 points |

(3) Cousider an observation X with probability density function f(z), where

-0 < z.< 00 Two competmg hypothaes concerning f(z) are Hy ¢

J(z) = ! exp( ) and Hy : . Derive explicitly the

most powerful test for Hy against H " thh evel 5 based on X. Compute
the power of the most powerful test.

[ 25 points ]

(4) Let Xy, Xy,..., X, be iid. observations with a common N(4,1) dis-
tribution. Assume that the parameter 6 has a prior distribution that is
normal with gero mean and variance = £? (known). Compute the shortest’
length Bayesian credible interval for § with credibility (i.e. posterior prob-
ability) 95%. What happens {o this Bayesian credible interval as the prior
standard deviation r tends fo infinity ? Interpret the resulf.

| 25 points |

«t.o.



INDIAY STATISTICAL INSTITUTE
B.Stat. (‘fons.) IITI Year : 1991 - 92
SIZ{ESTRAL - T EXAMINATION

Sample Surveys

Date: 20.11.199% Maximum Marks: 100 . Time: 3 hours

1. (1)

(11)

3. (1)

(i1)

Note: The paper carries 115 marks but the maximum
you can score 1s 100 marks. The marks allotted
are specified at the end of each question.

Attempt ALL questions.

De fine the Horvitz-Thompson estimator for a finite popula-
tion mean and show that it is BLUE in the Tyo-class of
linear unbiased estimators.

Derive the expression for its variance due to Yates and
Grundy for a fixed effective size sampling design.

(5+15) = [20]

Let d; and d, be unbiased estimators for parameters $1 and
z.respectively based on a sampling design. Give estimators
for R =P /P, and P =y p> and derive approximate
expressions for.their MSEs ignoring third and higher order
moments.

[15]
Define ratio, product, difference and regression estimators
.for.population. mean, based on the following L
(a) - SRSWOR
(b) VPSWR

(c) Stratified simple random sampling.

Find conditions under which combined and separate ratio
estimators are better than the customary unbiased estimator,
for population meon, in stratified simple random sampling.

(15+10) = [25]

p.t.o.



4.

n
.

A finite population consists of N FSU's, the ith FSU consisting
A N -
. Te. o . 3.5
of ¥y SZs. Consider aparam ter Ply) = N iﬂwi ¥, where ¥,
is the mean of ith F3U and %, 's are !mown constants.

(1) DL..cribe the ,;roble-: of estimating the parmmeters
Y, Y, ¥ and % .3 that of estimating p(y) (the notationg
having usual sizinificance).

(41) Give an unbiased estimator of P{y) when FSUs are
selected according to a sampling desjgn with inclusion
probabilities {niﬁ‘: , @nd SSU's according to SRSUOR.

-

(111) Derive expression for the variance of the estimator

11). -
in (18) (545415) = [25]

A rural block was divided in to 12 clusters consisting of

10 villages cach. A two-stnge sample with 3RSWOR at each
stage was selected. The following table gives the member

of house-holds (hhs) below 'poverty 1line' for sempled villages
The figures in braces ( ) are total no. of _house-holds of
these villages:

Sampled Number of hhs below 'poverty line!
clusters for sampled villages
1 40 (125); 15 (35); 45 (85)
2 60 (150); 55 (75); 45 (65)
50 (80) ; 45 (120); 40 (90)

(1) Cive estimates for average number of hhs below poverty
line (n) per village (b) per cluster.

(i1) Give estimate for percentage of hhs below poverty line
in the block.

(111) Obtain estimated relative standard errors of the
estimators in (i). .
(5+4545) = [15)

Describe Hansen-Hurwitz unbiased sampling strategy for
estimating a finite ppulation mean in the presence of non-
regponse and derivce expression for the variance of the
estimator used. [15i

sbees
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Linear Statistical iodels

Date: 18.11.199%1 Maximua Marks: 100 Time: 3 hours

MNote: Answer any FOUR questions from Group A
and any OLE question from Group B. All
questiens carry equal marks.

GROUP A

Assume, in the usual set-up Y = XB + €, that the components
of € are independently normally distributed with the snme
unknown variance 9° and the rank of Xinxp is p. Partition
X and B:px?1 so that Xg = X(1) 6(1) + X(z) 13(2) .

Derive = LR test procedure for testing .
HO : p(1) =0, 9(2) unspecified, against all alternatives.

In tne usuai set-up Y = XB + ¢, let A'? be an estimator of L 3.
Characterise the vector space V so that if { belongs to V then °
,('/E is the BLUE of {' B,' for any solution B of the nermal
equation. : .

Clearly stating the ANACOVA technique for handling data with
missing values, carry-out computations to test the equality
of effects due to row classification.

Col. no.
1 2 3 4
1 56 39 60 missing
row mno. 5 5g 36 50 Al

3 62 42 58 47

a

Derive the MLE of B in the relationship y = @ + Bx, on the basis
of n.pairs of independent observations (X_L y Y Do 1 =1, 2,000,
such that

contdeasse 2/=



-2 -
X, =ax, +6 &, ~v N(O 0?)
i i i i ’ 5
Yy myy gy €, ~/ N(O, A0%),

Assume independence of €y and 64y 2nd A to be known.

5. Derive *he LLE of 3 for the standerd two-way classified data
with one covariaote L ,

Yy mueCy eyt DLy -0, J13) + ey,

191, 2,000, X, 3=, 2,..., I.

6. Based on n pairs of observations (xi » Yi)' so that X, = a+ih,
compare usual polynomial regression and regression using
orthogonal polynomials. You may restrict your comparisons
with wn inteaiesl boAlest g = O in the set up ‘x’l -a.+13xi+t'.1

with uswal assumptions.

7. Reparemetrize, giving exact relationships between parameters
of the two models, the following model to a full-rank model

yla_.—.u+€i+cid, 1 =1, 2; 3=1,2, 3,

as an illustration of the technique of reparametrization.

GRCUP_B

1., Consider a 4-wey IXJXKXL table and log-linear hierarchical
models. In each of the following cases, write the minimal
sufficient configurations, check if direct ML estimation of
cell frequencies is possible, and give ML estimate of all
frequencies when direct estimation is possibles

{a) All 3-factor effects and any three 2-factor effects
are absent.

(b) All 3-factor effects and any four 2-factor effects
are obsent.

2. Snow thet, for a 3-way IX JXK table,a variable is collapsible
with respect to the interection between the other two variables
if and only if it is at lenst conditionally independent of one
ol the oticr two given the third.

sbces
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