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X.

density "M.U"',

1. Suppose Xy 1. Xy, are iid sbservations fron A’(u.a‘)'. The puswaieter of interest is the

() 1 n =1 skow that thicre is no unbiased estintator.
(i) 1 n 22, show that X'~ X, and X, are independent.

(iii) If n 22, using (ii) or otherwise find an estimator f(-) such that Ef(s) =9 3(»)|ur

all £ DQfoIG |
2. Suppose Nj..,Xp are bid standard Cauchy randun variables, Let X(g,ny be the 1B

l_J

order statistic. Decide whether E(\' . n))v:oo for any L What is the limiung

distribution of the sample median as n = 00 ? State clearly any result that you are using.

{20)
3. Consider the kernel density estimate viheu the kemel is of order p. Under swtable
assum[ition derive the AMISE and the optiinal bandwidth. [10)

4. Suppuse ¥; = XB+¢ i=12.. n‘{rﬂe b estimate 8 by minimising }’:‘ ¥i=x4
i=
Show that this can be writlen as a linear programniing problem. o}

5. Suppose X
¢ is the d

«+ Xpp are iid obacrvations froiu the distribution F(s) = %»l‘(x) + %-I»(;) whete
of N(0,1). Consider the two estimators .Y" = sample wean and X,, =

OIH sample l{ediu;ll and rumpue(@ in terms of relative efficiency. State clearly agy result

that you are using. [20}
8. Derive the Sequential Cramer Rao jnequality. State clearly any assumptions that you are
making and any result thel your are using. {2v]

7.  Suppose ‘Yl .\'2 Xy are Lid. N(;l.a;') where p,a’ are both unknowu. Suppuse
6 =6 (X, X )md 0y = 8(Xy -y Xp) are such that

y"::" Py.oa (< 02 01 < L} =1 where L is a fixed constant. Then show that

O
inf, Ppoy{hr<pso) =0 {15}
e O
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1. Suppuse X, X5....X, are ud observativus from N(p,a"‘), The parameter of interest is Lhe

deusity o“‘,, .

(i) If n =1 show that there is no unbiased estimator.

(ii) If n 2 2, show that X - Xpand X, are indepeudent.

(iii) 1f n > 2, wsing (ii) or otherwise find an estimator f(-) such that £f(s) = ¢ ( ) for

all z. [lu+5+1u—~s)
2. Supposc \'l, X are iid standard Cnuthy random variables. Let 4\(‘ ") be the llh

order statistiv, Decide whether E( x? W, ")) <oo for any bk What is the liniting

distribution of the sample median a» n ~ 00 7 State clearly any result that you are using.

[20]

3 Cunsider the kemel density estitnate where the kernel is of order p. Under suitable
assumption derive the AMISE and the optimal bandwidth. ]

4. Suppuse ¥, =X B+e¢  i=12. 0 a0d we estimate A by mininising ‘_z:ll)"-- X4 .
Show that this can be written as a linear programuning problem. (10}

5. Suppose X},..., Xp, are iid observations frow the distribution F(z) = ;'l'(x) + %'b({) where
¢ is the d.f. of N(9,1). Comsider the two estimators X, = sample tnean and K:n=

sample median and compare them in terins of relative efficicacy. State clearly any result

that you are using. {2v]
8. Derive the Sequential Cramer Rao incquality. State clearly any assumptions that you are
making and any result that your are using. (20]

7. Suppose “'I,XQ,"' X, are bid. Ny, a?) where y,a‘) are buth unkpown. Suppose
6, = 91(.\'1._,4\".) and 8) = 0y(X) ,— X)) are such that
inf P 53 {0<6y)~8 <L} =1 where Lis a fixed constant. Then show that

na’

in{’ P;t,o) (’I <p 593) =0. [“‘]
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Croup -
Attcmpt any two of tho following probleas

1. Considur & Poliuson procuus U(tlt1¢ao) with fntonsity A,9 .

(a)

(b)

(c)

2. (a)

(b)

(c)

Let 5, bo tho time to the occurronce of thae r-th

event. Obtaln E(yAx(()-n; foc r < n and r >n,
-

Lot T bo the timu requirvud to obsarve the firct event

and let N(;!) be the number of events in the noxt
N

x units of time. Obtain the first two wmoments of
IS

NI T.
LS

Suppose each occurronce of tho event is registored
with probability g 2 indupendont of other

occurrences. Let { Y(r):£20) bo the procuss of the

registered occurrencos. Prove that the latter is also

a Polsson process with intensity parameter Aing .
(Sebsed=25)

What {ig an oague roplocomunt policy? Doevelop the
roluvant optimization vquation and discusas ity
solvabllity.

Cars arrive at a gato. Each car is of random length L
having distribution function F(.). The first car
arrives and parks against the gate. Each succeeding
car parks behind the previous one at a distance that
is random and 1ls distributed according to a uniform
distribution on (0, 1) Consider the nuaber of cars
that are linod up within a total distance x ot thu

gata., Determino 11m‘_EN;‘R whon F is (i) dogenerate at
c and (ii) exponential with soan 1..

Stato ond prove a result concerning the asyaptotic
distributional propurty of a renewal procoss.
(10008¢7=25)

.
Suppose that (N‘(C]|L:O),l-1,2 are two indopendunt

Polisson processes with rates 1‘,1-1,2 and



b)

{c)

N(L) =N (L) eN, (L) 18 thels cum. Supposc that T, and

Z aro tho times tu the first occurronces undur N,(L)

and NCt) rospoctively, Obtain tho probability

distributions of i) v, (1,)] and tii) 2.

In a parking lot with N spoces, the incoaming traffic

i1s of Folason typu with Intensity 4 , but only as long

as empty spacos are avallosble. Tho occupuncy times are
iid, thw coamon distribution boeing exponential. Find
the appropriate ditterential equations faor the
probabilities Pol) of finding oxactly n spaces
occupied.

Considar a renoval procoss WL eCao) and

defino y,i1ex5,,,-¢t the rosidual life of tho unit in
use at timu ¢, whuru =, iy the tiwu tu thu n-th

rencwal, n = 1, 2, ,.. . Using runuwal theorotic

arguments, vhow that tor o0 ,
) .
p(y,_,‘.v)-!-ﬁ’(Lov)*}l)-}‘(Lm\'-yH-m(y)
s

wherw #(ri=gY¢) and- F is the distribution function

of = . (807410=2%)
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1.(a) Define a stcshastic process znd a Markov Chain.

(b) Define a branching chaln and its probability of extinction.

(c) Cive example of a larkov ZThain vhose all elemerits ave
transient. Can it be finite ?

{z+2+4) = [10]
Does there exist an irreducible Markov Chain with uncountably

many states ? (Justify).
(b) Can one irrcducible Markov Chain have one state positive
recurrent and other states null recurrent ? (Justify).

2.(a)

(¢) Let a finite - state Markov Chain (irreducible) with transi-
tion matrix P have the property that P2 = P. Prove that
each rov of P is idcntical.

(12+9+6) = [27]

3. Let the state space 3 of an (irreduzible) Markov Chain be
countably infinite. Let P{x,y) denote the transition pro-
bability of it and it is given that

£ P(x,y) = T P(x,y) =1

« y
Prove thet the chain can not have a statiorary dis*ribution.

(1=]

:bee:
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1.

Note: pnswer ALL questions. Keep your answers
bricf and to the point.

A chemist wishes to tast the offect of 5 chemicals on the strength

of ;arn using 4 kinds of yamn.

(2) Suggest a suitable experimental design for thia experiment
if it is Ynown that the kinds could represent a potential
source of variability. Justify your choice of design.

(b) Givo the model to be used and the ANOVA table skowing the
sources of variation, d.f., expressions for sum of sqQuarcs
and E (mean squares).

(c) Suppose the observation for chemical 1 was missing for kind=-

' cf-yam %. Derive an expression for estimating this missing
value .

(4+8+3) = [20]

An engineer wants to corpare 5 different produstion processes |

for plastic sheets. He suspects that the raw material supplied

by A@ifferent suppliers arce not of equal quality. Iie also knews
+that the machines used do not have uniform perfomances.

6 manufacturers, each of vhom heve 5 differcnt machines, are

each to run a complete replicate of the experiment. Eachiromu-

facturer has his own 5 suppliers of raw material.

(a) Suggest, with reasons, a suitable destgn for this experiment.

(b) For the suggested design give the model, and the ANOVA table
showing the splitting of the total of and the different SS.

(t+10) = [14]

Consider the effect of different factors on the life of geers.
The factors of intervst are: (A) weight of load: light and
heavy; (B) type of load: shock and steady end (C) speaf of
operation : low and high.

(a) If an cxperimenter can run only 4 treatment combinations
under simjilar conditions at one time, design a suftable
experiment, including a suggested number of replications.

contdesees 2/=-



he

5.

sbees

a2 -

Axoune that interest lies rostly in main effects but cco2
information i3 also required on the interasticns.

(b) For the suggested desicn in (a), give the madel end the
A0VL table showing d.f. ond expressions for SS.

(¢) Cive the infemation on esch effeot as obtaired frcm the
design An (a).
(8¢8+3) = [24]

Consider a 3" experiment in a CRD replicated r times. The
2 factors aro A, B, C.

Suppose ¢ach factor has X equispaced quantitative levels.

(2) If we want to explore the possible curvature in the pzin
effects, exploin how you would do so.

(b) Obtatn expressions for the, SS, Mean Square znd E (Mean
Square) for Ag » the Uncar effect of A.

(c) Show the model and the ANOVA table giving d.f. only showing
the linear and quadretic components of the effects. (eive
the nccessary assumptions used 4f any).

(5+9+€) = [20]

(a) ¥hat is the role of the concoritant variables in the enalysie

of covariance.
(b) Censider the ANOVA model:

E(Y) = Xp +CY

where Ynx1 13 the response vector, s tho design

Xaxp L

natrix, apx1 is the parancter vector, C, ., = (C.‘--- Ck)

where Ci represents observations on the ith conconitant

varisble and Y {s the vector of rugression cocfficients.
(1) ¥hat is the cdjustmcnt to be made 4in estimating

3 under this podsl as compared--to the corresponding
AIOVA model ? Give the nocessary derivations.

{11) With necessary derivetions, show how you would test
tre hypotheses lig: Y =0 against Hyt Y+ 0. Ex-
plain the significance of Ho in this context.

(111) Siow how you would test the hypothesis about some

contrasts of the parametcrs.of interest, say
Hos =,

(546+6+5) = [22]
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Ezououles IV
Tire; % heurs

llote: faswer questicr nesd and any FOUR from
tre rest of the Aveetions.

Consider the rmodel
Yq = By ¥ B Xg ¥ e, t=1,2,32 4,5, 6,7 anda s,
where x, = 2t=9, E(ey) =0, E(ef)= o21x.1 ond
E(eye,) = 0 for t)‘ g« Lete' % (eg ey, couy €g), and
Eeen) = 2 \J'.

(a) specity ¥ .

() Fina P,

(c) Find the covariante matrix of the LS estimate for 8 = (B4, 8,)
(@) Fin. .ne covarience matrix of the GCLS estimator for .

(e) Find E( e2 ), where %2 - (3’~-Xb)'(y-'/.‘b)/6, where b is Ye

LS estimater.

(2¢2¢447+5) = [20)

(a) Defire Kui:iplicative Hete .scecdastiofitys

(b) Give details of ECLS estirmation when the varienzes are
wnmoin and the heteroscedasticity 1s 6f the nultiplicative
form,

(c) Deseride a tost for Multiplicative Heteroscedasticity.

(2+13+5) = (20]
Assume that the short-run produotion decision of a fira 1is given
by the moduli
Yy " bo + b1xt +uy

where y, = output, x, = lsbour {npuit. .

Suppose further that wherever anything oauses the fim to |

"overproduce® in the period t~3 (ao fact identified by ug 4 >0)

the fira will tend to "underprodace" in period t (o fost 1nd10atcd

by u, < 0).
t contdesdss 2/~
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5

(a

(=4

(t)

(c)

«(a)

(»)

(e)

«(s)

®

(c)

(d)

Tdentlify which assumption(s) e¢f th2 Unear rogpeesion medel
1a (are) violat.d.

Indcate tho ceflfects 5!;‘_131_-1_5;3 violaticns on the OLS estimat:
of the slcpa cooffizivnt and its standard error.

Dissuss bricfly the acpropriata *corractive solutien in
thig ces2. .

’

(2¢10+8) = [20%

Give an exnmple of a systea of sirultaneous equations of which
ona cquation 13 exactly f{dentified, one is under-identified
end the other 18 over~identified.

Censtruct an example of an cconometric modal in whick the
ordar cendition for idcntiriabinty i3 satisfied but the rank
condition 1s rot.

Is the following ctatement true ? Cive reasons for your
anser;

"If the residuals in a rcgression codel are not independently
distriduted with a commor variense o2, the OLS estimates nre
aivays less efficicent than the GL3 esunuma for all finite"

sartple sfzes."
(ot3+8) = (20)

that do you widarstand by tha fdentification problen {n the
context ¢f simultaneous cquation nodel ? Illustrate your
amswer with arxanples of your owne

Stato the formal identificbility rules, with reference to
your exerples.

Yhat are the implications of the state of identificaticn of
a todol for choice of estimation pathod ?

Suggest ways for rendering sy unidentified mod2l exastly
identified.
- (10t5+x+2) =[20)

Ih the following sinmultencous equation model
¥y = 91}'2 +
Ya pzy1 *Ax e ey

where all variables are muasured from thedr res;octive means:
contdecess ‘/‘
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(a) Find a consiastent estimater for 8y 3

(b) Prove thst the OLS eatimate of B4 is eonalstent 4 any
cve of tne following thize conditicns holds

(1) 848, =1, {t1) V() == ond (111) V(e) =0
and co-:(e1. e:) = Q.
(10+:0) = [20])

Censider the thice - variable model, 2xpressed in deviations
from the ceans

Vi m bxy v o2, ¢ Uy e

7\
Prove that the estimate b from applying OLS to the above model
i3 equal to the estimate which we can obtain by regressing

y onx where
y = recsiduals from the regression y = cz+v
x = residuzals from the regression x = £z4 ¥,
(where v end w are random tirms satisfying the usual ascutpilons.)

{20]
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1.

2.

Note; /aswer question no.d and uny POY"( ‘Yoﬂ
the rest of the Questions.:

- Consider thw .following mod'\l, expmssed in’ deviouons o: ‘.'ao
variablcs from treir means T
y,' - b1y2 +u N . .
Yo Cqyy Y ey * V. o L

Use the fonouim; cbeervaticns (which are given' in éeviatlon l

fom) . T .
Y4 Y X )
-4 2 -2
0" 3 -1 '
3 2 [}
1 -7 .3

to estinate the first equaticn (a) vy oL3, (b) by ILS,
(c) by 25LS and compare your results. ) \lhiqh nethod is mast’
sppropriate in this cace end vy 7 - ’
Cons.tder‘n np1° 1linear regres sion model
ytﬂa*ﬂxti-ct. te1, 2, eeey n}
with usual (classical) asmumptions.  Suppos? that n sazmple
observaticns are divided into G gtoups. The group mMEons are
Y1l -"2' seey Yc and 7‘1. X?, seey xG"

of observations are ny, “2' ceey nG such that ¢ ,n' *n.

X g-n1 G

If we denote Xy, and yy, for the 1th observaticnc In the gth
group, we have SELe
. + ] 121,72, s0ay 0.

Y, = @+ Px e,/ : TS

ie e i’ g=1, 2,740s, G

contleacan 2/"‘

- [20]

The corresponding number



-2 -

Suzpose now that instead of bteing given a completa erumeration
of nll observations in each group, we are 6n1y givan their
nuster and the mean valuzs of X and y.  Dorive eotiration for—
rulas for the regregsion ccafficient 2 ucing the ar:,up'ueena,
and corpare the varfaice of the estimater with that of CIS
estizater bamd on irdividual observationg. Vhea are 4he two
variances equal 7

{20}

Definc best lncar undlased predletor in the Curnerelizsd Linear
Statistical Model. Sirplify 4% when the disturbance term fcllows
a firat order antorcgrescive process. Derive its coevarimaze

- ratrixe.
(2412+5) = [20)

Deaocribe D test for antotorrclation giving ioportmt steps
to derive the probability distribution of D.J statiatic under the

assunption that P = 0. .
(201

Suppose .

Q= cp+tu see (1)

asnd Q= fp+v ... (11)

are two relations operating simultancously, where g and p ex

cbservables, & and f are unknovn censtants, and u and v erz

nonobservable random varizbles with zero means, sonstant {unknew
variances (designated "uz and °v2 ) and zerc covariance.

(a) Show that, in the populaticn of observaticns (G,p) genoratad
by this system, the L3 regression coefficient of Q o p L3
eGual to a veight2d averaze of a end g, the weights being

2 2
° and %5 . .

(b) If in addition 1% is lnown that 02 = Ko, wiere K is a
Imovn nonnegative constant, show how @ and g wieht be esti-
nated. '

(c) Suppose cquatien (11) is replaced by

p= Bz+v eee (144)
where z i3 an cxogenous variable. Under the sane assuzpticn
about the distribution of u and v as tefore (f.2., ss in (o))
what can you sz2y about the LS regression coefficient of q ot
p?
(or547) = {20]
ietece



6.

T

Show that

(a) One way of interpreting the LS estimaters is in teruc ol the
solutions to the prodl:z of mininizing the veriecs ef the
estimator, given the constraint that %he estimator Zs lireer
and unbiased. .

(b) In the equizorrelated case, in which the covarfxia ws'rix
(£L~) exhibits homossedasticity {equal disconal clareite)
and equal covariances (ejual off-dlagenal elesente,:walsh
are not nececgsarily zero), the GLS estimatcr reducta to tho

OL3 estinator.
S (10410) = [20)

Examine whether the following statements are true, false, cor

uncertain. GCive a stiort expla:'mation. If a statement is not

true in general but is true under some conditions, atat: the

conditions:

(a) Working with a model expreszsed in the first diflerenccs of
the variables

(yt - yt—1) - bo A b1(xt-xt-1) + ut

i1s equivalent to a model in vhich the varisbles cssume their
current values and a trend appears as a separate regressor

Vg T Bt Xt ayt vy

(b) In the 2SLS m2thod we should replace only the endogenous
variables on the right hand sida of the equation by their
estimated values from the reduced form. Ve should not
replace the endogenous varieble on the left hand sida by
its estimated value from the reduced form.

[20]
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n h'a'._'.;:
2 liote: Answer eny EICHT questions.
’ . >
write Phox‘t notes on (anv three);

(a) stx'uctural moditi»ntlon of epidernis fer proiesticn
rechanisns frem disecse of plants;

(b) Phytoalexins;
(¢) Prosthetic group;
(a) Michelis-Menten constant (Kn).

. .
S

¥rite bricf cescripticn of frctors affecting enzyze acticn. .

."

Narze the factors influencing crop production. - }.o.: general' -

classification of climatis zones 1s mad2 on the besis of rn..nt:.ll. :
and evaporation. . .

What are plant nutrients ? lane essential piant rutcionts wieh -
their sources. What are tae crneria for essentc.li‘cj o:: slazeny
in plant nutrition ? : . . :

.

v

vrite short notes on (any three):
(a) 2:1 type cxpanding minerals
(b) Soil ecidity

(c) cec

(d) Base saturation.

Name the different cultural operaticnsin.direct and transplanted
rainfed rice. Give the water rejuirement at verious growth
stages of rice in the ficld.

¥hat are the different yfeld attributing characters of rize ?
Estimate the yield per hectare of rice from the following dz*a:

(1) spacing - 20 x 20 cm.
(11) sverage no. of effective tillers/-{11-9

(141) ave . rafns -
rage no. ofgrainc/panicle - 160 contdecees 2/~



8.

9.

10.

(Lv) Average no. of unfilled grains/panicle - 22
(v) Test welgcht (10CO grain) - 22 gns.

write chort noies on (axy faur)s

(a) Soil texturc

(v) Soil water

(c) Critical =<exmperature for rice at different rrcuth
{d) Bulky and ccncentrate organic monure

(e) Fertility status of soil.

(f) Nutrlent uptake by plant.

Vrite short notes on (any threa):

(a) Nucleosome,

(b) Molecular transaissicn of genetic information,
(c) Plasnig,

(@) Cene 1library,

(e) Transgenic animal.

-
S

1
3

ELAE- 1Y

¥hat is recombinant IN!A ? Tllusirate the model for symilesis
and introduction of recombinaat IIA into an animal system.

sbee:
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1.(a)

(b)

(c)

2,(a)

(b)

(c)

IMDIAN STATISTICAL INSTITUTE
3.STAT. (HONS.) III YEAR: 1994-95
SEMESTPAL IT EXAMIBATION
INTRODUCTION TO STOCHASTIC PROCEZSSES

2,5.95 Maximum Marksi50+50 _ Tlme: 3 howrs
GroUP A !
Notet Attempt any two of the following problens
Suppose yl,xz..... are the inter-occurrcnce tines of a .

renewal proceSQ\ N(t):1t>05, with EX;=u, Dlncuqs the 1&m.t1w~'
E(N(c))

behaviour of as t » oo,

Letl N(c). t>0} and Sm(e)s t20] be two independenc Polsson
processes with rates a and f respectively, ythat iz the pro~
bability that the number of occurrences of the cvent under
M({t) within the interval between the first and the (ril)-st
occurrences of the event under M(t) eéuals n.

In (b) above, obtain the covarianca between N(%) and

N{t+s). . . (13+745=25)

State and prove a result regarding exisééﬁce of various
moments of N(t), where {n(tf{-tzo} is a renewal process,
Suppose that passengers arrive at a metro station in accsr-
dance with a Poisson process with rate A to ag@ibaogcthc £ rst
train which departs at time t. Compute the£§ur of the ﬂ¢xt1ng
times of the passengers arriving in (0, t),

Suppose {N(t):'tgo} 1s a Polsson process. Dcfine znother

process § X(t) 120 }by X(t)eN(t+s )-N(s ) where s°>6 i3 a Sixea

. constant. Is {x(t):tzojralso a Poisson process? Justify your

3.(a)

answer, (949+7=25)

Consider an equipment which is comprised of two units A ané B.
The units are connected in parallel;lcomponeﬁt-h is activated
first and the Eomponené—B is automatically actlvated:the mement
component-A- fails, Thus, componant-3 is éhe wla@ standby for
component—A.The equipment fails once component-B fails and at
that point of time, it is replaced by an id»ntlcal cquinn-nt.

Let X(t) = 1 or 2 according as whether componcnt-A or
component~B 1s functional at time t>0 ; write p(t)=P (Xx(t)=l).
Assunc that the life of component-A is distributed exponentially
with mean N and the same for component-B ls‘distributeé ex=
ponentially with mean bpe

' Pst.0. *
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3.(al) Show that under. the bmmdary condition p(0) = 1, p(t)
saticfles thc Eollowi'\g Aiffercntial cquations

d—i(p(c)}.(;‘_—;‘,‘#) p(t) = 55.- _
) . P
(a2) How, solve ‘thia equdation t2 obtain p(t) e)'pllcit.ly.
(a3) Let Y(t) denote t.ha rasidual lifec of ths equipicat in posi-
tion at time te )\rguc that E(Y(t) |%(t)=1)=t AtHpe Hence
show that

11
(Ll
1 . 1 Aty

EY(t) = Mg + o,

(aa) observe that Syyyy . =t+¥(t) where 5 is thz time to the

n-th rcplacement, Usc this identity to verify 4if

—(—-+E—)t
(o) LI ( Ha
H(t) = t - l-e )
Mathg (i +u )2

where H(t).. is the nuan 'number of r"ncdals of tha eguipinens
by time t. : o

o N

.

(b) Consider a Poisson process {N(t)ztgo} and 1ot ¥ ,¥{.Yaseues

be integer-valued iid random variables that are 1ndc;;ender-:
£ fN(t) :c_>_o} . Now, censider the process ¢%(t):t20 }where

N(t) .
x(t) = £ Y . Show that for s < t, X(s) ‘and X(t)-X(s) are
n=0 !

independent. Hence, argue to conclude that {x(t):t}_n}is a
Markov process with sationary transition probability luw

(Pilj(s,t)) to be spccified by you. (4,5)%447=25)

CONLl. seaesde
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3
Je
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GPOUP_B (Full narks:50)

Stochastic Processes

2 Processes

Note: Attcmgt all questions.

consider a two-state Markov Chain with gencral transition
probability matrix. Let the state space be ={0.1} ana
Xn be thc stateof the process at time n,

1£ P(X, = 0) = 1, calculate P(X, = 0) znd P(x, =1)

explicitly. 3]
Let x be a recurrent state and let x lead to y. Prove that
y is also a recurrent state. (8]

The following represents a transition matrix,

w N O

~ 000 O
0c0O0 - m
o 0 » O N
o~00 w

In the above transition natrix of a Markov Chain wish state
space { c,1,2,3 }, calculate the transient ond recurrant
classes. - t4]

Let a Markov Chain with finite state space (with carainalicy

n) have a transition matrix P such that each rew sum and
nxn

each column sum of it equals 1, Find one stationary distri-
pution of it. wWhen is the stationary distribution unigue? [7])

(a) Prove analytically that a finite - state Markov Chain always
contains one positive recurrent state.

(b) Let P be a stochastic matrix, Using (a) or, othervise
nxn

prove that x = x P always have a solution x ({0) with

non-negative elements. [6+6]

LR-1-2]
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SEMESTRAL II EXAMINATION
D2SIGH OF SXPFRIMENTS

pater 28.4,95 l-'ax.L;-ur‘- V\.\zkmloo- - "j.n-.: 3 .!-u

tiotet Answer all quections, Keep your an—wr..
- bricf and to tho point, .

1. A chemist has to perform an experimunt to investinmits whither
3 batches of raw materdial arc of the sunc guality. On uny d.ay
h\. can take 3 observations. He assumes that daya* r‘)\..d frvreaznt ’
a potential source of variability and 80 éectdes %o usa a e a
Randomized Block Lesign (R2D) with days as b"ccve. 'r!.e nrp..r_m.rg
will be run over 4 days. . . .

(a) Decscribe the r\in'domizauon proccdure to b3 uscé by ‘h.tm..
(b) Derive an cxpression for tho relative cfificiency of this -

“ RBD with respect to a comparable completoly rindmaized

dasign (CRD) wheru blocking due to days is rot dune,

(c) The'data from the R3D experiment gave tho followins run of
squaresl'és(m.ys) = 3,9375, ss(Error) =5.40, Calculats the
relative cfficierncy in (b), Do you think the l:loc‘.l:.ingAdug ’
,to Cays was worthwhile? * (4+B+8 a 20) *

2, An expcriment is to be oonducted over S days to compars the

effocts of S5 camly;ts on the reaction time of a Erocesa,-

§ operators will carry out the 2xperiment and in cach day

5 runs of the experiment can. be made,

(a) Suggest, with reasons, a suitable dasign for this expiriment

so that operator cffects.and day effccts moy.be systumatically

controllad, ’ T
on day 2, operator 1 did not rccord the observed ruaction time
when he was working with c.ut:xly..t S. D..riw. a formula for ’
cstimating this missing value x so that x will have a nin.s_mun
contribution to the c¢rror sum of squares.,

(b

-~

(c) After estimating x as in (b), thc usual analysis of the ciata
may be performed using this cstimated value In place of thw
missing value. If now the usual F-statistic is fcurd to ba
-signifiéan:, what ghould be your conclusion? Sustify your
- answer. ) . (&4542220)

Net,0,
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3. The Iollowing 18 the layout {In usual notatlon) o‘ a das-g'\ unan i
a 2 experiment is performed 4n 2 rcpllcat_ea. cach repnc\b. h*vx;'q-
2 blocks. The obsocrved rosponst, for cach’ treatmuent combin...uox i=
given Lelows

Replicate 'I Peplicata II
I7 =0 L= 2 ) =2 TRl
a =1 cwml Cae =3 b v, [}
. <. K )
abc = 6 ab = 2 be =3 . R )
bc = 4. ac = 2 ab = 2 ' abza’ 7

(1) what 43 th> ocnfounding scheme used? -
' (b) #rite down the modal for. analyzing this data and giva tha
splitting of the total d,f.
{c) cbtain an estimata of main effcct A and interaction cffoct Bc.
(d) 1f£ instead of using Replicuto I and II as above, the “erperi-
menter had uscd only Replicate xx.repeat'cd twice,. comparc the,
information givcn by the two designs on the diffcrent cffccte,
’ . . (4464846 = 24)
4., (a) Explain bricfly the principle of partial confounding in facto=
’ rial experiments, <
(b) An cxperiment is to be perfermad over 3 days to study thl cfu.c-
of 3 factors A,B ¢, cach at 3 levels, Each day, only 9 obser-
vations ¢in ba tuken. (1) Suggest a suitable conZounding
scheme £or tho expcr.lm».nc and brief_x indicate how the blozks
owill be formed.
(1) G.lvc the p\tdtlon ‘of t.hc tot.;l d. £ 1n t‘m ._nalyeis
of varlanca. . " (44846018)
Se The cffect of 4 cooking tm‘pcntures and 3 conposition proportions
on tha ttrength of an alloy are to be rtudled The cxperimenter
dccides to run the cxperiment for 4 days. Also, proparation a
batch of alloy with a cecrtain proportion is timc-consuming, so a
splitplot dcsign scems suftable for the experirwnt with days as
blocks, proportions as wholc plot and tomperature as the split-plot
treatments, : ’
(a) Describe the randomization procedure to Lo usud,
(b) Give the mocel for analysis and the ANOVA table ircluding
source of varfation, d.f, and E(MS).
(c) How would you test for tha hypotihosis that tho & touperatures
have the sxme effoct on tho etrength of alloy 2 (4+1044218)

15381
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. l’l . . L#J—‘
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o

Mnswer oy FIVE ‘]r‘*".‘”“

Maximum Marks:100 Time: 3 Hours,
- QUESTIONS
:dwml ASlakin of e ODF’A -
:'4—3 = 313-|
g+ (xix*y)y = o0 ' oy
nm + 33"""33"?‘.1 - xLe-'x+2
' 4y = eotx +x b
’
e e ODEM
xiéh —.7’(3"’}"5‘3 =0
X":j“ 4—’37(3' +4y = ‘01“»!)-\-1 4+6
sabudegn v . CDE .
- (x)y 4y =0
WseX. [ T W ,z.mtm o
"S"—/x-n)g'.;-n = X+1 to

4 b %,MMJ. ASladeom of . ODE
3”.'_31\,1‘_‘:(3:0 . '
P )\L.i.'auamv\.kow! of }HJ‘ X= 0. o



®)  Show hal 2w’ ODE
(1-x*)y" - 2x y +nfre)y =0
how }safdm«‘a( e A mau-mt\aad @ 1
.-él\i&.t.v\ o~ e '):.ax-');vc .‘\\Ldu. : .

4 ) D<l;:-< e uaw@m’ ,h.\:/a‘hlm povats f o Kwean obdE
of ol nL o slon tlal 0, 1, @ v M ﬁ'.)"‘"“
5(.&-..(..\ d,,,A.'J: of W ©PE

x(1-x) y" = i («-ﬂ,-u):-c} y' - "Ld =0
whe a, b, e oo eonslad avmuw'&,q.

L) Ana i Gusteal sibadon o) e OLY
Ixg" oy w2y =
d y' w2y =0 \ .
N ijl«bcw\. hoce of Mt O/u'gm

™

ko 2
@ Ll e > )

ma0 m! (nwn)!
show twal
()’) x :)h/(x) ="n 3’;\(‘)"' X Iﬂl(x) ’

Q\) Q-I‘,(i) = J;,‘(a)- J (1) .

nt
() (‘c\m};u\(l Abe /b»\'nsl' -F(r\‘,‘ Aueeemive hHgmiMuW(Pf(MJ
Yaadn) fo M Albha of 1 ODE
y' = l'+ 1Yy

A 44*{,-(;'3 y(o) =1.



1(a) Whiw j () -\‘\}La'lt\l jL F[-': ,I)J/,g ‘- Aw-‘:mw\:’
];n' 14,-«0 l:h«k" You moy  Omuwe It 4 Ao\:{n.f.o

IS guls t‘vvka

2F d [oF
_3_3_.7‘ .a_:"):o-f# agxsh,

shew thal |
B i % dots Wt occur axpuleilly va F, Huow
Fly,7)- 3'3; £ o cm.ala.:f‘

W 4 deen et oceuv u}ab‘c.‘lb nF, thm
9F
oy’

v o plame Aueh thal the hnjn Nl twoe

[ CM'. . ‘“‘

belvsesm These iw }wd‘ VA ainimum. o

{«) .rolw. Al POE
2y (u-3) Uz -+ (3x-u) Yy = (2%-3)Y

Jivew Mak uzo Onlic Cne Myim2x,
¢) Riduec A= PDE
XUy ~- g2 Uy =0
1 i Lq.;\ow\'h\" b‘orh. ”‘r"t"' Ao -.l-'L.\l' b Jhd'q[ ABLJ‘c:"q
v».. w = f{xs)-&!g/_ﬁ)
whene f oond g me ML;‘,A.N\j .ﬂmc{‘m ab.'ﬂuh *Ma}uc}t\&

&\ﬁ U.Mh-" f

1o:



IKDIAN STATISTIC,L IKSTITUTE
B.5TAT. (HOM3.) IIT YEAR: 1394-95
CCLOPICS .TTY
SEMISTRAL-I (XAMINATION

Late:25 .11.94 Haximum Marks:60 Time:2 hrs.3C min.

1.

o
.

Mote: Answer FCUR QULSTICLS, tuking Twy from
en(:;l grouy. All quastions carry equal
murks .

GRCUE-A

Corsider a llarris-Todur~ model of rursl-urbar migration witi:
endcgenous demand. analyso the effecta of tha frllowlng exs-
genous chargas on urban empleyment, urtan unerpleyment and

the relativa price between irdusiry and agriculture:

a. A rigo in th2 stock of industriul capital.

b. A vage subsidy on industrial sector.

c. A sudder opening up of intemationel trads. (5x3=15)
Ynat is the efficiency wage hypothesia® Show in terms of a
suitable nndel, that er initially unequal distribution of
assets might lead to involuntary uneiployment. (15)
Consider & situation vhere a ;:'mer enters into en inter-
linked credit ard cutput contract with a moreylerder cum
trader. Show that the equilibrium is Farets optimal and
thzt the interest rate charged is ncver usurious. (15)

Evaluate critically tle development of the Indian economy

since Independence. . (15)
Exemine critically the varinus hypotheses which have been

put forward for the indusirial stagnation in India which

started around .the mid-sixties. (15)
Suppose you are asked to compare the level of living acruss

the different states of India. What are the different points
which are to be taken into account in this kind of copparisoa®
Discuss some studies in this area. (15

B N R L T P P O PP
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25.11.96 Fastoun fairksi1C0 Tins: 3 H~urs

lists" -itteopt Questisr w1 and any five
from the rost.

1. Fi11 in the blanks (a:y ten). Cnly write duwn 2as er the four
choices in each blank.

(a) Th~ lever surfuce of a bed.can be bast Ceterrdred

(b)
()

(a)

_.(e;

()
(g)

(h)
(1)

(3)

(1)

(m)

fr.om . (te,{ture/cm.,s-beddlrg/to £sil/.

rireral couposition).
Sedinertiry structures include ____ __ (grainesize/s
facies/sorting/stromatolites).

Tre term 'texture' inclides . H__(rr 1a-site/
fo'.\_.d/cmss-bedding/cm:position)

- ——

Slute 13 & _ : (terrigerous sedizentiry/
metumomhic/igneous/nonclastic) rock .

A rock rade up of 40 7. by volume of angulér pabblev ir
called __ . (brr-cua/zmds ‘one/coniglorerate/

tmesams ase

very coarsc gruined sandstene).

liarble 1s a (bed/mineral/rock/clast).

The dark colour of an igneous reck is due t3 the preseace
of Fe,}g /510, /K ,C1/Ca Na).

———— e mas ceren —a e

Feldspar is an important . . O,
ccononie/rock-forrdng/colcurful) mincral.

(precious/

A plutcndc rock ia mads wp of ... __ . _.(fine graired/
beth conrse~ and fine-grained/coarse grained/clasiic) mirerels.

The oldast i"s..u bird has beer record-d from the rocks of
e e h e teeeasnana——as ‘(Tl'idssic/Jurasgc [Crotateous/
Faleozoic) age.

Presence of herbivnx‘ous, Iou~1eg~ed a“im-‘l. remains in
-& sediment=ry rock irdicatés thét the emvimonizert of
deposition of the rock wes most prebably
(mirine/mixed/nor-marine /nor-terrestricl .

e aamtae e

The (nuscles/eyea/teeth/dlood cells) of a

dirosaur are best preserved Iin rocks.

p-t.o.
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2. Definu a aedim:ntaf'y recke Doscribe how sediments oo trans-
ported frem cre placs to anathe v Yhat is a ncn-cl: astio ™eck?
Give an oxacpls each of a clast.tc and non-clastic mck [lw6+1s+2.1.3

3. ¥Yhat do you understond by tho tom 'bodd.irg' 'bad! and 'hr.i-td-
ticn'? In what way are cmss-beddirg ard graded bedding useful’

[10+ 6=16)

4. Yirite brief ro%es (ayy two)

(1) Stromatolites
(11) Compotent and incompetent rocks ,

(1141) DMonclastic tex‘l:ure L ) [Bx2-161

5. Name the major discortinuties prose.nt in the E:rth's interior.
What is the tentative chemical composition of the core’ Clafaity
the 1gneous Tocks on the basis of silica contents.
¥hat is the difference between the silicate structure nnted .
in the feldper group and the mica group of minerals? [Lx4=15

6. State tho law of superposition. In a road-cut section, a
sandstone bed is found below a limerstona bed which is overla.j.n
by soil with vegetation. Indicate the posltion of a'large-scixle
gap in deposition of those threo units with justificaticn. Stitc
how post-depositional deformation {folding,etc.) can changae the
basic attributes of the law of superpositiorn. If a thin layer
of igncous rock penetratis a sequence of sandstone at the base
and shale at the top wH.ch ‘rock unit among the three will be .
considered as youngest? . [bxh=16]

7. What is-a fossil? Explain the fact that fossils always indicate
relative ages.

State the law of fawal succession. How Darwin's theory of

... evolution hus helprd to ccnceive the law?

8. What is a rock? Yhat do you underatand by the term metamorxphism
of rocks? What kinds of physical ch..ngr.-s are noted in a metamor
phosed rock 7 .

Virite down the sequence of mcks that are formed when & mudstone

is subjected to metamorphism over a. long period of time. -
[3+3+3+7 = 16]
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Answor Group A and Group B in
scparate booklets,

2iven 2 velocity of light in vacuun.c = 3x10 m/se
= charge of &n alectron @ = 1,6x1C™"° coulonb
rost mass of °n eif;tron m, = 92.1x107°" kg,
1 oV =1.6x10 ~°J
rast mass of a Broton = 1835 my
1 h = 10
G‘\LUP GRUP 4 Max.harks 8- 70

ﬁ

1. Assignments. (10)

2. A bead s1idays without friction on a
friction liss wire in the shapa of a
cycloid (s.o figura) with equations

= a{6 = 51in 0)
y = a(l+ Cos @)

vhere 0(0(21:. Find thc Lagrangian fuaction and the equation
of motion. [10]

3.(a) Classify the following (giving zcasons in brief) aceording
as it is :
(1) scleronomie or rhconomic
(ii) holonomic or non-holonomic
(1i1) conservative or non-consorvative,
!*,..sphera rolling down from the top of 2 fixed sphere' .
[2+2+2 = 6]

{(b) A cor of rast length 5m. passes fhrough -a gerage of rest
length ‘d4m. Duc to the rilativistic Loventz contraetion,
-the car 1is only 3m, long in tho oarage's rest frama.
Thare aro doors on both ends of tho garage, which open
..utcmaticauy vhen the front of the cor reaches them,
and close autematically whun th2 ‘Car passes them, The

oponing or closing of gach door aquires a nogligible
amfunt of time.

p.t.0.



- 2 -
3.(b)(1) The valocity of the car in tha gyzrage's rest
frame is ' .
(a) O.4c (b) 0.6¢c (c) 0.3¢ (a) greatar than ¢
(e) not detorminable from tha <zia ¢iven.
(11 ) The length of thc garagc in thy car's rest frame is
(a) 2.4n (5) 4.0m (¢) 5.0n (d) 8.3m
" (e) not deternminable from the Cota given,
(111) ¥hich of the follcwing statements is tha best rasponse
to the questiont ‘' ./as the car aver insida a closed
garage 21
(a) o, because the cor 1s'longur than tha garage in
all raforence frames.

(b) Ho, becauso the Lorentz contraction is not 2 real
effect.

(c) Yes, because the car is shorter than the garage
in all refcrencae frames.

(d) Yes, buccuse the znswer to tha question in garage's
rest frame must apply in 21l refcerence frames,

(¢) Thero is no unique answer to the question, as
the ord:r cf door openings and closings depends

on the ruference frames,
[3+3+2=8)

4, Find the Hamiltonian for the Lagrangiczn
L = 15 oK (02 1 122y,
Do you expect thn Hzmlltonian to bt a conserved quantity in
the case ? .
; (6]

5.(a) Calculate the Poisson Bracket of a cartesian momentum
' componant with a componznt of th. angular momentum vaoctor,
(b) Give the wavelength shifts in the relativist%c longitudinal
Doppler effact for the sodium Dl line (5896 A) for source
ané obsarvar approzching at rzlative veloclties of O,8¢,
Is the classical r .sult a good approximstion ?
[7+8=15]
6.(2) Compute tha effective mass of a photon of wavelength
. 5000 f.
(b) Find the znergy equivalent to th: rest mass of the proton.
(c) i charged n meson (rest mass = 273 m, ) at rest decays into
2 neutrino (zcro rust mass) and 2 p—m son (rest mass =207
mo)' Find the Kenetic energies of tha neutrino and tha
H=mason, Contd,.aas



- 3 -

6.(c) CX

4,

Isnization measurcments show that o p::tlcular

2hargad particle is moving with a sp.2d civen by

= Y/¢ = 0,71, and that its rzdius of cuzvature is C.46m,
in & fi:1d of magnetic incduction of 1.0 tusla. Find the
mzss of the particle and ldentify it.

[34+3+9=15]
GROVP B Max,liarks 530
Answer any Yo questicns from ith: following:
[2x 15=30]
the second law of thermodynamics an< explaln vhat is

Stats
leaus to

Comparc tha significance of tha first law and the second law
of thermodynonmics.

A Carnot engine conv.rts 5 of the h.oat suwplied into work,

If thy tomperature of the sink ba reducud by 62° C, the effi-
clency is doubled. Find out the tumperaturczs of the soure>

and the sink,

Giv~: the arguments lcading to the construction of the absolute
scale of tempirature and fully develop tha idea of this ¢
scula.

/o sample of a gas initially at 27°c is cenmpressad from 40
1itrzs to 4 litrcs adiabatically and rovirsibly, Calculate
the final temperature [ = 1.4),

Dofine 'ontropy! in th.rmodynamics. Discuss about its two
main propcrties and state thoir implic-tions.

Using any one of the ilaxwell's thermodyn:mic equations, if
n2casscry, show that for ono gram of a substance

€,~C = T(dT)V (Z?)

whare the letters have thoir usual significinces.
Jrite short notes on @

(a) Conditions of revirsibility

(b) Perpetual motion of tha s2cond kind

(¢) Incicator Diagrams,
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Answar any F1lVE questions,

1,(c) Obt=in the czane ral solutions of the GDS's

(1) y +exy 3e*
(i1) x y ~ xy + x(1+x Y)Y' = 0.

[4+4]
(b) C»tain the g»nerel solutions of the ODE's
(1) y'* + 9y = x2a>%4 2 sin 3x
(1) y" + vy ='sec3x + 1.
' (6+6]

2.(a) Solve the ODE's
(1) x"y" = 7Txy' 4+ 15y =0
: 4 3
(i1} x*yLV 4 ¢ YU+ x2y||+ 2xy! = 2y = <2,
S [4+6]
(b) One solution of thy ODZ
Xy" - xy' +y=0
s yl(x) = x, Find tha solution of the GDZ
- Xy" —-xy'+y= .
satisfying the conditions y(l) =1, y'(1)=0.

. . [10]
3.(a) Find the gencraé solution of the ODS
y' #(x-1)%!' - (x=1)y =0
:ln thae neighbourhood of the -point x=1. [ ]
10
(b) 'Sho_w that P_(x) = Tl- -= Z‘* -1) l\hcre n is
- n 2'nl d
a positive integzur, is a solution of thn ODE"
o (1-x2)y" - 2xy' + n(n+l)y = 0.
- rlso shgw that (O forn §n
JE P (x) P (x)dx = 2
4 Fn m Lm for n=n. [446]
4,(a) Find the general solution of the ODZ .
4xy"+ y' 4y =0 N
in the ngighbourhood of the origin, -~ [10]

(b) Obtain two linearly 1ndnpendent solu»ions of the ODE
xX“y" 4 xy' + xy =0
winich are valid neer x=0. [10]
o . . lol



had = gn = 2m+n
5.(a) Lot J (x) = £ —
n m— ™! s (mn) ¢
?2§w éga; (xy =3 (x)+J3 (¥
x “n n-1 n+l
(11) Gy G0 = "y 0 (505)
(2) what do you mean by tho statemunt that ™ £(x,y) satisfies
a Lipschitz condition w.r.t., y in a racion D" 2 Show that
tho function £ given by f(x,y) = yl/2 Gous not satisfy a
Lipschitz condition or 51’ |x]<1, 0<y4), but satisfias a
Lipschitz condition on Sy: x|, pSy&l.
5%zt the importancc of Lipsch!.tz condition in tha exis-
tence and uniqueness of solution of the ODZ
gﬁ = f(x,y) saiisfying y(x )=yo in 5 reglon D,
- [242+2+4]
6.(a) If the integral f F(x,y,y")dx (vhose erc points are fixed)
is stationary, tflen dzduce the Euler's cguation
N " (%;.):O for alx<b.
Show that this is a s2cond order ODE in y.
[8+2]
(b) A porticle slides undar gravity from rest along a smooth
v&rtical'chtve joining two points A and B, Find the fom
of the curve if the time from A to B is a minimem .

. [10]
7.(a) Answor eithzr (1) or (ii)
(1) Solve tho PDE )
(x-y) ) %2y = (2 2
Y)Yy ux + (yax)x uy = (x +y )u
given that u= %- ony =0,
(i1) Define a 'weak' solution of the PDE
uy +u =0, ’
Hence verify tn** " o- Il(x-y) vhare H(x)= $1 for x>
N for vén
1s a 'wcak! solution of it. " [10]
(b) R\;ducezthe PDE 2 ' .
n _ n-1
(n-1) Ugg Y U =0y .uy .
to canonical form, and find its gencrzl solution.
{10]
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M.B.: Notations and symbols used are as usual.

1. A simple random sample of size 2 13‘ Aravn from a population
" of 'size N with replacement. i '
(a) Siibw that the probabilitics that tie sample cénta.lns one, two
and three distinct units are respectively
P1, = '1.2"1 P; - }‘(&-?:l) and Py = .@:.U.(ﬂ:.’.)_ .
N ) S - . N2
{b) &iow that the ayerage.\'nriance'of ' 1s
(- 1 = D7

1]'.(§').-' - e At e s

e

where ¥'is the sample mean over the distinct units only.

' (e) Hence show that V(¥ ') < V{¥), where ¥ is the ordinary mean

of all the observations in the sample. .
o (9+645) = [70]

2.(a) If there are two strata and if ¢ is the ratio of the actual
ny/n, to the Neyman optimum ny/n,, show that whatever may be

" the values of Ny, M, § and S, - the ratio V., (¥ ) /V(Y o)

is never less than 43(1+0¢) ~ when the fpc's are negligible.

- (v) I‘r.we denote by V.. ., mep énd Vopt the variances of 'the
estimated proportions in simple randem sampling, stratified

random sampling with proportional and opiimunm allocaticn, show

that .
= Q-0 .y 32
Vian Vprop + ol T (Ph-f’;
. . _ S W WB - S PG )
V. - = P I S = ey
prop opt n - .
where R = 1w, VB (8+12) = [20]

petecs



a.(a)

(v)

(aj’

5.(a)

-2 -

Let H_ denote the masn of the n ratios l\l obtaiuud by removing
each unit in tum from the sample, =o that R, = L£y/TX over the
remaining (n-1) members. Show that an unbiused estimator of
the populatlon ratio R is given by’

Develop a sampling schere under which the ratio estimator of
the populatlon total becomes unbinszd.’ Cbtain the varience
of the retio estimator under the proposar\ sampling scheme.
Also obtain a necessery form of a unitcmly non-negauve Qua-
dretic unbiased estimator of the variance. Hention a suffi-
cient condition under which it is uniforrly noanegativg.

(10+2+22241) = [20] !

Consider the following revised version of Roychoudhury's
extended PPS sampling. Select first palr with probability
Qi + let the pair sclected be U, . Then delete the ath row
and bth column ‘and from the remaining.palrs selact second pair
with probability Qj:J/“"Rab) where R;-1s the sum of probedi-
lities of pairs which are in ath row and bth column. Let the
pair.selected at second draw be Ucd‘ Then show that

the following two estimators are wnbiasad for the population
total Y: o R '

1.0 Zap Zed
tHo=3 L tr:;“ + Rab) +5::—d(1__Rab)];

Zon ocd 2; Qab Zaﬂ QCIZ- _Z‘c_b_"q_a_f_l.
1"Rab T 1—Rad' 1= Ry

. ana — e .

t, =- . -4 ———

2ap %ca ‘f._r_.“.elz.‘.:.d_ , %02 %ep 7 = Raq = Rep)

(1R = Ryy) (=R = Ry)

- .. L

‘ (b)";in ca‘se of periect linear relationship between .x and y with

even a non-zero intercept, the above estimators have zero
varieances.
{1228) = [20]

If rm denoten the second- order inclusion prooability, show

K
that ©(1-Q) ) (Y-1) < =tz 711;j 5_&(;}-1)
T4y

where Y =E[J(s)] =[] +o. ‘ contdiiees 2/



(b)

(a

~

(b)

(c)
(a)

tbee:

What do you mean by a rps deaign 7 How, under certain condi-
tions, you can modify Lahiri ~lidzuno - Sen sampling scheme so
as to obtain a rnps scheme 7 Show thet the Yates ~ Grundy's
estimator of the variance of the Horvitz - Thompson estimator
1s u foimly non-negative under such a 1ps scheme.

(10+2+245) = [70]
Suppose a saple of n f.s.u.'a is s2lectrd from a population
of U f.8.u.'s according to PPSWR sampling scheme and every
time thue 1th f.s.u. is selected, a sazple of oy Se8.Ulls 1s
selcoted from it by SRSWOR. Explain how on the basis of such
a savple you would estimate unbiasedly the population total.
Derive tha varlance of  the pronosed esticator and glso an
unbiased estinator of the varisince. Indicate how you weuld
estinate unbi.nsedly the between and the within components of

the variance. . (54545+5) = [20]
The following table gives the area under cultivation (y) for
7 plots:
Plot Mo. 1 2 x 5 5 6 7
Y 28 26 2.x x5 2% A8 4.4

{y in hactares; 1 hectare = 2.471 acres)

Draw a circular systematic sample of 4 villages with 2 as the
sampling interval.

Estimate the total cultivated area Y in the region on the
Yasis of the sample drawn.

Estimate the RSE of the estimator in (b).

Compare the estimate of RSE obtained in (c) with the RSE
estimeted on the assumption of drawing the sample by SRS.OR
and comment on the result.

(545+4545) = [70)

—— e 8 o — e 4 s
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1. Cousider the following linezr model for six observaticns with
the usual assumptions {ncluding normality:

‘-‘\J]) - E(Y:) = E(Y-,) - 01 + 9: + oi. B
E(y,) = E(y,) =E?5)-90—?0,-9,. .
(a) Ootfzin a necessary and suffizient condition fer eatluadil ty

T
of /(10

“'(v) Get one set of LSE for (11} 1 «1,2,% and hense the B.L.U.E.
of 0; + 05 = Oae

(c) Obtain orthogonal error functions and hence give the ‘expre-
ssion for the sur of squares due to error in terms of yi's.
(4) Give an eppropriate test-statistic for testing the hypothesis

Hyt © +05= 0,.

0! -
(64745+7) = [25]

2.(a) Prove that in +he linear model (y.X8, 0’1 )y 8 1is estimable
i1f and only if 1ts corresnonding column in X is Uneerly '
independent of the remaining columns-of X. A

"(b) Let H_rl'énote 2 testable hypothesis consisting of some Q. .-
linearly independent functions: €8 = d under the above
lincar model, say .2 with nommality asswiption. De!'m

cgpn mén (y - x8)'(y - X8) and é"w —Bnin (x xg) (y -18

w « (3 N H. Show that

- [\ 2 ~1
o= fn = (ca- 8 [O.(cp)/o?] (Ca- ) where g is an
LSE of g and (Xx) stends for the dispersion matrix of the
random variable x. Hence or otiherwise show that the test

contdeeses -



statdstic F to i2st H based on e confidence ellipsoid for
3p is the some 28 the one basad on the 1likelihood ratio

terion.
erite (5470) = [’5]
Conaider the following full rnk linzar model for k sets of °
data (xl.‘)' ylj'\' 1 21, 2, euey k3 3 =71, 2, o0ey ngd

Vg m oy v R (X = %)+ ey
with the umial assumptions including noranrlity, where, .
X o= 3 x’_a;’ni. Suppese we want to tast the hypot.‘xesA
i Y =0 oaae 2Oy
MoE e, e e =0y

and £ By 18 rejected ve would like to test Y

a

H?‘. r1'02’---"9k-

‘cbtain the least squave estimators for the above paranete"s

both under tha full and the restrictrd models and hence derive
the expressions for S32, SS; and SSH, and finally for the ‘two
F test statistics to wst By and H?.

(12412) = [25]

Derive Tukey's test for non-additivity with 1 d.f. stating
clearly the statistic you'will use ond obtaining its distridu-
tion. Also comment on its uses .end possible extensions.

(70+45) = [25]

Suppose in & pXqip ~a) two-wzyr clas<ified data with one obser-
vation per c=1l all the p observations in cells (1,1),

1 =-1,2 e, p, got lost Aue to some sccidents. Assuni'ls an
apprepriate linesr model without interzctions, obtain the
reduzed nornal ecuatiens for the row effercts anil hence give
the expressions for (1) the BLUE's of estimable functions of
row and column effects in tems of ndqutpd madjusted row/
celumn totals, and {1i) the variances of-these BLUE's, GCive
also the analysis of variance. for t2sting the hynotheses

.relative to the twc factor effécts, indicating clearly how the

various sums o sQuares are to be computed.

(10+7:8) = [25]

patece



6. ‘hen and wiy would you recomnand the analysis of covarience 7
Starting with en appropriate linear model for the analyais of
covariance, show hov you would estimato and test the covarirn~e
parazeters with the help of the corrasponding snalysis of
veriance (ignoring tha covariates). Illustrete this with
respect to a two-way claseification medel with m > 1 observa-
tions per cell and witl interection terms, showing clearly how
the various tests for the factor effects cnd interactions sre
carried out under the covariance modal.

(15410) = (8]

— e s s

sbees
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1.

3.

5.
6.

7.

Lotet[You may gkip the detiiled biochemical
pathways, Just give the reictents' and
productst nere, wherever applicable)

G.1 &nd Q.2 zre compulsory. Attempt
any thres from the rest.

The gerietic code table specifies the relationships between
codons and amino acids. How ard at which stauge does a cell
actually use the gernetic code table to manufacture a poly-
peptide chuin from the information contained in the nucleo-
tide scquance of a gene? [Hint: Think of the various classes

of tRNA molecules]. (5]

\Urite notes ¢n any three

(a) Plant cells can withstand wider fluctuation of oamotic
pressure than the animal cells.

(b) Photosystem I and II (schematic representatian only)

(c) liedosis

{d) Hormmones and neurotransmitter

(e) Types of animal tissue and their function. (23]

tthat are the accepiable distirguishing features of a'living'
object? State the underlying assurptions (such as the con-
dition of primitive earth etc.) of the 'origin of 1life' and .

the possible stages in chemical evolution. [20)
Write on the major (a) components and structure of prokeryotic

and eukaryotic (animal) cells; snd (b) differences between .
plant end animal cells. [20)
Give an overview on Fhotosynthesis. [201

The rcactions of Oxidcztive Phospnorylation (O.P.) are carricd
out by a ''system'' consisting of a number of enzymecomplexes
(1'X'*) coupled with a nunber of electron carriers (f'Y'!)-.
Write on (a) 0.P. (define),} (b) ''System'' (name); (¢) #1X%'?
(names and number); and (d) ''Y'' (names <nd rumber).

Plecse also indicate schematically the reaction which involves
VEXET ang 1IYre [20]

Give an account cn lMitosis and its different stages. [2¢]
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all questions.

‘1.(a) Suppos2 that f(x,O)‘ié a positive damsity on the

real linoe which is continuous in x for cach © and such
tnat 1f (%,,4,) L. a sample of siz3 2 from f£(.,0) then
4y+A, is sufficient for &, Uhow that £(.,6) correspends
to a onc paramater exponential foailye

(b) Let X be an obscrvation from U(9,0+1). Show that X~ %
is not the best unbiased cstimztor by exhibiting znother
unbiascd estimator with sm2ller viriance,

(c) Let Xy
that-?h = n_l(x1+..+ Xn) is miafmax, vdth respeet to
squared - error loss.

,..;,Kn be i.i.d samplzs frem 11(9,1), GER. Show
[10+10+10=30)

2, Suppose k independent tests are ocrforned on the same
hypoth2sis Hy 2 0 = 00, based on statistics Tl""Tk’
Let a(Tl),...,a(Tk) be the corrisponcing p-values, i.e,

PHO Ti > T1 obs * L L1 <k

L:t F = -2 I log a(Ti).
1

(a) Justify the us2 of F as a tost statistic for Hoe
(b) "hat is the null cGistridbution of F 2
[20]

3. Let Xi =%ﬁzi + 51. l1<{1<&nbea lin;cr regression model
vhoro El,..,in arce indep:ncent N(O,ui“), 1<i¢n. Suppose B
has a N(0,\\) prior distribution.

(2) Obt-in tAe Bayes estimator of 5.
(b) %Etain th-\limiting Bay2s estin.tor of } by latting
“ e e

p.t.o.



-2 -
3.(c) Undaor wh:t conditions is th. limiting ostimntor

consistent ?
(Assume throughout that :_zﬂ is n scyquence of positiva

onstants).
¢ [15+3+10 = 30]

4.L(‘(‘.X =O+€i,15_15.mr.nin=p+gz +“1
1 £ i 4 nbo indcpencent obsievelions vhere z, is a given
scqu.once of constants. Obtain “h. likelihood xatio tost for

HO' ® = p assuning El"""m' Tyreesriy are iid 1o, o‘ )

(a2> C, unknown). Derive its null c¢istribution,
[10+5 = 15]

5. The following table givas the milk yi~lds (in 1b.) of cows
calving in two diffcrent scosons, winter end summer. Undor
suitable assumption (to be clus rly statod and justified)
make zpproprizte statistical tost to detarmine vhether ‘tha
cows calving in winter, on the avarage ylelding moxe milk

than in summsr, - . R <
Dairy farm - Wainter . ___ - Summer N —
Q-Cows Averaga 7+Z Cows Average

. yiald . yiald

1 w2 - 484 . 2 T 316

2 P 7 350 1 1262

3.7 2 4.4 2 270

4 2 286 "’ T4 223

5 .5 176 3 180

[ R | 386 4 320

7 3 385 3 398

8 4 438 B 5 340

Mote : More .'rcalistic’ noccll'n" with 'aprroxim:tc!
test would be given more cracit than 'carcless' modelling
with orthocox exact tests. ; .

[25]
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2,

3.

4.

yhile enswering, state clearly any results
that you arce using. You may usc any result
donce in class, eithor proved or unproved,
The poper carrles 120 marits and the maxi-
mum you can score is 100,

Zuppose xl’x2"" Xn aro l.i.d obscrvations from a .

distribution function F._The parameter qf interest is

o2 = [EF(XL)JZ, F 1s completely unknovm.

(1)'1{ n-=‘1,-§howltbat there is no undiasad 2stimator of 02,

(11) If n=1 ond we restrict to all F's vhi¢h have censitics,
gdes .yolr answer to (1) chango ?

(1i1) If n>2, find the UMVUE of 07,

[5+5+10 =20]
Supposg xl,xz,...,xn, n)1l are i.i.d observetions from the
location family F(x-0),vhore F(x) = 1 ;, O is-the unknovn

parametar. Consigor the two estirﬂatorsQ kh = sample moan,
Xn = sample median end po;paf? them in torns of relative
cfficiency. State clcoarly any résults that you are using, to
do the computations.

[20]
Supposa X;yeee Xn have the distribution F and Y, ... Y, have
c¢istribution G and it is rcquired to tost Ho: F=G. Lot
W = number of pairs (i,j) such that X< Yj' i=l...n, j=1,...m.
Sct up zn appropriato test on the besis We that 1s the asyn-
ptotic distritution of W as m,n=>w under ”O ? Stata clearly
any result that you afed$fhg. For fixed m,n, what is the power
of the test at the alternative G'*) =F(x= ), 0 ? [20)]
Suppose xl,Xz,..Xn,.. are iid observations cmpirical distri-

.bution function, Define for €>0,

N=inf ndl : sup |F (x) - F(x)] < €.
Wrich of the followingXare true ? Give rcasons, State clearly
any results that you are using.
a) P(N¢e) =1
5) E(N) €
¢) E(e*™)<w for t 1n a neighbourhood of O. (20]

pet.o.
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Let xl...x be i.i.d ohsorvations from a distribution F.
Suppose F has dunsity f for f(r) end dorive its ALISE
undor suitoble assumptions. Find tho optimal estimates in

(10]

Derive the blas of the Kornel estimator of tho regression

function under sultablo assumptions. [
10

Suppose xl,xz,.. are i.i.d., V(p.u ) Lot x .and 5% dovote
the sample mean and variance rqspccg}vo!y, based on n obser

: th-1 Shg .
vations, Let N = max ng, 'IEL'T;Z"' + 1 whore [x]

denotes the intoger part of x and tn -1 is the upper 100 af

print of a t-distribution with (n0—19 dagroas of freedom,

Show that . ’

a) P(N<w)=1 .o

b) P( ke (Xyx d)) 2 1w
. [5+15 20]
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