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INDLLY SPATISTICLL T'ETITUTE
BeStat.(llons.) Part IV: 1930—81
PRRICSICLL EXLUINATIONS
Dosi™n of I:xpcrimcnt‘s
22.5430 Yaximun larks; 100 Tize: 3 hours

vote: Quastisn MNo.b.Za.compulrory. . O0f the rbst,
anguer eny faur. [1ll tae questiosng earry
cjuel mavke.

roraulate precieely the weiskhing prodlen favolving e
chenical balances without bies.

Tuefine ani characturize an ppitimun weiching desicn 4n this
contexte

Show that an optizun welzhing design exists only 1f tha
number of welsting oporotions ie an iatazrel maltirle of 4.

Dcfine a Hedamard metrix (H.) of order N. Give an exazple
oi ilge ZIxplain tne role of such metrices in comstructing
exactly or agymptotically optimua weighing decigane for a
chorical balznce with or without bi-s.

11In 2 spring balance wairhing desisa, there is slwayve
1oss of preecisisn vhenever the bizs componant ia pr Presenty
hawever, the precence ‘of bias slas helrs in ack feving
orthsionel estinntes of the individusl welshits in certain
cescen = Juptify the statement.

Irdicst> a method of constructing o epring dalence (with
bies) weiehing desicn for objects in exactly

(s’ +28+1) weizhing oporations 8o as t5 provice ortho-
r592) estimation cf the 1nd1vldua1 waights [You oy uase

+he fact that the 2IBD ( b = 8 +8 V= sz. r=1a+1
¥= 8 A=1) existsl.

Shaw th t ia o symue*-ieal BIZ2D (b=v, r = k, A),

| By n:sJ =N ¥1<17J<b in usel rotetioma.

Covverscly, suppose in a BIBD (b, v, 1, ¥, A), |31 03:” = A
¥ 1¢1#3¢bs Can rou conclude that the BIBD must be
mjm-'.'.‘t.ical?

Ffor ¢ 5IED (b, v, r, %, A), work out the cxpression for
{tiir] vhers N(v X b) 18 the {acidonce matrix, dence, or
ot'crmise, show that a nccesesaxry condition for a sy—.me-
trical BIZD o oxist {s thet (r=\) aunt be a perfect
squorelsen W o S

Construct tha symreirical BTBD (b=v =21, r» k=5,

\_1)

Wit 10 meznt by 'Dualt of a block design? Wnat ore Linked
Block (L3) desiens ? Eow would you enelyze o L3  desisn?
tork sut mqm'::!s!.cma for the differant Sun of Squerecs (§.S)
in the ATOVA table for san LB deszign with prronutors

b+, ¥, r* and *.

Subr{t practical note=bosk.

————————
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TIDINI STATISTICAL TiSTITUTE -
B.Stat. (Hons.) Part IV: 1930-81
PERIODICAL ZXATNATTIONS
Yez Jure Theory
baximun Xarks, 100 Tirze: 3 hours

Note: Tre peper carries 110 marks.
baxizum you eam escore is 1CO

You may aasune the Caretheodory extension Theoren
and the relevant formulae; dut whenever you use
then state then explicitely.

1f ¢ 1is a collectisa of eu\-eets, c(G) steads
for the o -field generoted ty G-

Wihst 18 a cozplete mcasure spaece and the completisn of 2
reasurc spacee.

Tet X be the real line, 4 be the oefield of countable
subsets of X and their complements and u be the set
functisn on A defined by pu(h) =0 4f & is coa'\toble

and  p(A) = if A 1is co-countable. Show that

a measure. Find the conpletion of (X, 4, u)e l~r+€]-._10

~xplain clearly and explicitely how eech distribution

function on the real line ocorresponds to a praobability

neasure on the Barel o-field of the real line. Show

taat this correspondence is one-to-onag aal onts 2ll the
protability ceasures on the Borel o-field of the rosl (151
1ine. 151

Let §1 {(a.b)x—w<a<b<~}
= {la,bl: -2 cacb =}
-l(a,b]x-~<a<b<‘° and a2 md b_are

ru*ional}
Show thet o (31) = @ (G,) = @ (Gs). [10}
If L 18 a field of scts and 4 18 a set which is not
ia T show thot the f{ald gencrated by 4 and is
the~collaction of all sats of the typo {BaA)U(CA20)
vhere B and C belonz to /i [10]

Lat u be a bounded finitely additive measuroc on a ficld
a: Ict € be a conpect closs contained in /i ouch that
T approximatea £ with respect to p. Then show that

s is o measurc on (. If p 19 a measure on ¢ (A) such
that p 18 an oxteneion of p tken show that

approxinates o (4) with respect to §, where G 18 the
collection of all counteble {ntersection of seta froa (. f20]

In any bounded neasure space if {A } n>q 18 @ sequence
of 8ets such that : p(l. o, 1) < w " then show that
n=i

(Ifm £)) = » (un Ly)- (20]

Pprted.



o) If T atven b{v)l' (‘i’“) = u(4) 4 well defined

-2

Let p be & bounded meature on the ‘o-ficld ¢ S ) genera-
tcd by a field A. Stow that for evary A€o () ond

€50 there 1o a set B€JL such that p(BOA) < €. t15]

‘Let (X, 4, u) be a reamre epaca. Let Y CX be a subset.

a) Show that Y0 4 dertned by {YNA; f.eg} 18 a o - ficld.
b) Is p*(Y) =1 show tnat { given by
TR L) = = u(8) 43 well defined and is @ mcasure.

shaw that p* {10}

———————



INDIAM STATISTICAL TiSTITULR
3.Stat.(Hons.) Tart IV : 1930-81
PEZRIODICAL EXANMTIATIONS
Infererce
Date 6.10.80 laxinun Marke: 100 Tine: 3 hours

Fotc: Ansger all queatlonn. Marks are indicated
in brackets. The class notes are allowed
to use during the exanination.

1. Let X4»e-0sX,; Yo a randon sa:nple from N(8,1). e want to
estizate @ under tho loss function L(8,0)= O -6 If 6 has
a prior distribution N(o, 52), rind the Bayes estizate {or 0.
1

2. Let xqreverx, bo o random pample from N(e 1)y We wat to
entimate © under the loss function L(6,0) = (0 - 8)2 find
a ninimax estimate of 6. ' [15]

3. Let @= (0,2), Q_= Co.w) and x be a poisson aiatrivution
Y
k) = e 0§ K =0p1ye0en
we want to estimate ©.
a) If the lose function s L(8,a)= o5&
find a minirax rulee

b) If the loss function s L(8,a) = (9 - a)?,
does there exist a minimax rule [15]

2

4+ Let x be a rondom varieble with density

fo (x) =0 ™ w0, &o.
We want to estimate © based on a single observation under
the loss function L(8,8) = 8(8 - 6)2.
Find the Bhybsx estimate for 6. [15]

5. Two contestants statistician and nature simultancously
put up efither one or two fingers. The s8tatistician wins
if the sun of the digits phowing is odd end the nature
wing 4f tho sum of the digits showing {8 even. The loss
table is given by



Tne statistician 4s allowed to asik tl mture how many
ringarc hie inteuls to put up and that nature must anewer
truthfully with probability % » The otatisticlen <therefor:

observes 9 randon variable x(the answer nature cives) taking
values 1 or 2.

"

-
~

]

Tlxt 0=1) =3, Mx2 0
PRt 8=2) =g, Px=2 ©

n

~

~

no-
Ea e bl

2) Characterizo all non-randomized rules.

b) -Compute the risk table for all these non-randé:nized ruleé
¢) Draw the risk aet-.

d) Find the minimax rulee.

[10]
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DiDIAY STATISTICAL INSTITUTE
B.Stat.(Hons.) Fart-IV/!.Stat. (Prevxous5: 1980-81

FERIODICAL EXAUTIATIONS
SQC and OR

Pate: 27.10.80 Vaxizuz Markss 100 Time: 3 hours

Note: Question 1 1o compulsory. Attempt any three
other quections {rom the remaining.

1. Expléin the following:
(a) Quality of a product (b) Statistical control (c) Rational
subgrouping (d) Screening (e) Type 4 and Type B, Oc curve
(f) Averace Run Length of a control chart (g) Control limits
versus confidence linits (h) Optimal basic feasible solution
to a linear programming problem.

. . (5 x 8) = [40]
2¢ A pugar. n111 sella gugar cubes in packets of net weight equal
to 450 gns. Dialy five packets are being sanpled from the
production 1line and weighed in the laboratory. The averages
and ranges-of the net weight in gns. for twenty five days are

as follows;

Daz Averaze Ranre Day Averase Ranre Day Averase Rane

1 437.2  19.0 11 450.5 15.2 21 459.0 18.8
2 446.6 21.2 12 454.2 20.8 22 4475 19.0
3 449.6 32.8 13 452.9 13.2 23 456.2 18.0
4 459.5 13.0 ° 14 454.4 16.0,s 24 450.5 24.2
5 446.6  24.7 15 448.6 15.2 25 453.9 22.0
6, 445.2 9.4 16  454.2 16.8

7' -456.8 20.2 17 451.8 28.2

8 454.9  21.2 18 457.9 18.0

9  458.0 30.2 19 449.0 24.8
10 455.0 25.8 20 453.5 17.8

"{a) Draw en ¥ - R chart and exauine whether the process is
under control.

(b) Obtain estimate of p and standard deviation under
statistical control and hence coapute the proportion
of underweight packets being produced by the pill.
(14+6) = [20]

3.(a) The following data give the results of inspection of enamel
prlatee of a standard size for spots.

Plate Number iHo. of snots Plate Number MNo. of suots

1 8 7 10
2 7 8 5
3 9 © 20
3 11 10 24
5 12 1 35
6 8 ‘12 10

Contdesee2
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Contdseas
Plate Number MNo. of spotsn Plate Numter Io. of spota
13 10 19 23
14 18 20 11
15 10 21 13
16 10 22 16
17 18 23 14
18 19 24 13

Drav neatly a suitable control chart and examine.if the
process 18 under statistical control.

~

Given lot size N, AOQL = p; and process average 1s b,
prove that for a single sampling:plan (n,c)

1 1
o=y (lg-¢g)
. o Lo¥2
where y = e~ %T under usual notation.

(12+8) = [20]
For the sampling plan H = 3000, n =, 100 and ¢ = 1
(a) Draw the O.c. curve and read the vah;a of IQL.
(b) Draw AOQ curve and determine A0QL approxizately.
' (10+10) = [20)

Formulate the following as a linear programming problem:

Consider a company that has one production line upon which
it produces a single homogeneous cormodity. We suppose that
the commodity sells for a fixed unit pricey that the cost

for regular—time procduction, overtime production, and storage
are xmovn and vary between time periods;. that the rate of
production per unit time i{s knovmp and that an accurate sales
forecasts in the form of demand during each-of a nuxber of
guccessive tire periods is kmovm. It is desired to formulate
a production schedule that will meet the sales forecast and
mininise the combined costs of production and atorcges.

t number of time periods
= number of units of finished product to be sold
* during ith tire period
8, = initial stock
Dy = maximum nusber of units that can be produced
each time. period on regular time

n; = raximum number of units that can be produced
each tine period on overtine

ay = cost of storage of one unit of product during
time period 1

¢; = cost of production of one unit on regular tize
during time period 1

d,_ = cost of production of one unit on overtime
during time period 1

regular - time production dvring ith tice period
overtine production during ith time poriod

1
Y1

rote



()

_3-
Contd...q.5(2)

For correctngss, it will t2 assumed that :ach time period
is onc month in length and that the stock for each nonth
i1s taken on the last day of the month. This is equivalent
t5 adding the month’s production to stock and withdrawing
the month’s sales from stock at the end of each conth.

For the linear progra~:ing prodlem: naxinise 2 = X
subject to AX = b, X2 0 if a set % ¢ m of vectors

845 8 «-e 0, Can be found which are linesrly independent
mdmmtmtyy+%g+-n+%w=b.ﬁzm
J=1,3 +ee n where A 48 o0 xn catrix and other symbols
have the usual meaning, then show that X = (x,. X eee Xy

0, «¢. 0) iB an extreme point of the convex sect of feasidble
solution.
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T.00Ti¥ STATISTICAL INSTIGVIE |1939--31: 411
Lystatd(Hors.) Fart Ive 1920-81
Conplex Analysis

PEATODICAL EXAMINATION

10.11.69 kaximuem Merks: 4CC Time: 3 hours

Note:  The parer cerries 120 ma-vs. You mey answer

1.

2.(a)

(v)

(c

~

(a)

as rany yuestions as ycu like. The maximum
you can score is 100. If you use any theorems
proved in class, state thea clearly and
precisely.

Llet £ te a realvalued function on an open set @ in R".
a) Define partial derivatives of f.

b) Let @= {x : |Ixll {(r} vhere r isa positive

‘real number. Prove that if the partial derivatives
are identically zero on 2, then f is a constant.

¢) Is the result true if @ is a general open set in R™ ?
Give a proof if it is true, a counterexample otherwise.

d) let Q = lgg: N (r} and let f satisfy

Je(x) - ()] (K }{x-y| ,forallx,yé€ @,
where K is a constant. Prove that f is a constant.
(3+6+4+7) = [20]

Let £ be a complexvalued function on an open set @ of
the complex plane. Define the complex cderivative at a
point in Q. Ignoring the complex structure, f can be
regarded as a function on the open subset Q of

R® into RZ. ’Define the total derivative at a point in Q.
Yhat is the relatlionship between thcse two derivatives ?
Does the existence of one imply the existence of the other ?
¥hen do you say that f 15 holomorphic on 2 ?

Give an cxample each of 1) an open cet in € which is
connected but not convex, 1i) an open set in € which
is convex but not connected, 1{1) an open set in C
which is neither convex nor connected.

State thc Cauchy - Rieﬁann equations. State sufficient
conditions in terms of partial derivatives under which f
is holonorphic on Q.

Let f bhe » nonconstant holomorphic fung¢tion on a recgion Q.
Show that <he function g defired Ly g(zﬁ = £(7), z €Q ic
not a holomorpnic function on Q._ Show that, however, the
Tunction h defined by h(z) = I{Z) i3 a holomorpiic
function.

(1246+8+10) = [3§]
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2.(a) De. Inc no cxponential function on 4 2ad saov that,
restrictid to the real line, this funccion 1s nonnesntive,
strictly increasing and onto (0, w),

«
(U) i'ind the sun of the serfes & 1z Yor Jzi (1.
n=1

(c) Find the ratils of corvergence of “¢ rewer szrics
o
r 2t zm .
n=0

(d) Let 7, —~)z . Prove that

.n
Lim (1+ -nﬁ) = e? (g, z€Q)
e
(8+7+748) = [30]
4.(a) Define a smooth path .and a plecewise smooth path in C .
: Give an example of a piecewise smooth pvath which is not

smooth. Define the integral of a function over a piecewise
smooth path.

(b) Let ¥ be the path describing a semicircle with centre O
and radius r, starting at r. Compute J. z dz.

(c) Let Y be the positively oriented circle with centre O
N 22 + ez N
and radius 1. Compute f dz .

z
7

(d) Let 71 and )’2 be two piccewise smooth paths defined

on[a,b] into Q = {z: lz) (r} . Let f bea
holomorphic function on Q. Show that if Y1(a) a 72(8)
and ¥ (b) = Y,(b), then

Jt (v) dw = Jf (w) 'dw
A ) A

(10+8+8+8) = [34]



I'DIAT STATISTICAL DMSTITUTE
B.Stat.(llonas) Part=IV/M,5tate (Previous)s 1580-81

S0C and CR
PERIODICAL EXAMINATICHS (Supplesentary)

Datot 24.11.80 Foxdioum Farkst 100 Tiret 3 hours

1.

2.

Notes CQueation 1 ia con:vuhory. Atteapt ony three
other queations froa the renaining.

Explain tho followingt
(a) Control tn veraus canﬂdenco linits, g) Operating

charaocteriatd ru.nct.!.on of e £ chart, (¢) thovhart's
ogtrol c.h:u't inspection versus n?mg inspcetion,
o 7o tn

Perccntazoe Ln d na demerits, (£
Roaig's m;ﬂ.n%l n,nx g) Opcrauna chnractortzt*c oc)
function of double eanpling E attributes and Extreoo
point 0f convex sot of fearible soluticn end optimal feaaidble

eolutions
(5 x 8) = [40)

Tho specification on cortain characteristic s 45 ¢ 2. Doily
five itens aro solected at randoa froa the productlon process
and are neasurcd. The averages and ranges for 24 saaplea each
of sizo 5 aro given bolows

Day Averaro Rarre Daw Avernre Rance Day Averare Rance

43.7 1.9 9 ¥3.0 1.3 17 A5 2.8
L4 .6 2.1 10 434 2.1 18 43.7 1.8
44,9 32 1 45.2 13 19 8493 - 2.5
45.9 1.3 12 434 1.6 20 453 1.8
846 2,5 13 LA.e 1.5 21 45.9 1.9
44,3 0.9 14  43.4 1.7 22 847 1.9
43.6 2,0 15 43 2.8 23 45.6 1.8
A3 2.1 16 457 1.8 24 45.0 2.4

ONOAVMPUNL

(a) Drav and ¥ « R chart and exazine whather the process is under

controle

(b) Obtatn eatimate of n end stondard deviation under atati;;lcal

control and coopute the perccataze of defective itens be

producad. (14+6) = [20]

3.(a) go tonnﬂ.ua table gives the mumber of defoctivo plocos due

run out in saple of 150, token froo each day's production.
Samle o. Jhmber of dafective  Somple Ko MNo. of dofactives
1
2
13
14
13
16
17

18
19- 11 8 MAR ja0-

AR v.5 ¢ 3

Exanino 1f t-e pructpa 48 under control.’ v.t.0

OVONOAMITUN
-

oM AOoOVUGROU®

ANNOWBOSUuN

>
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(b) The drawinc epecification for o%er dfometer of a part {»
Eivcn as £3.450 gms as ninimun and £9.970 em. g8 wax{oum,
ata on Eut perforzonce gave tha hemogeniszed R for sample
of sizo b a8 «OCO4 1. The contribution of the part to the
profit na{ be taken @8 Rps504C0s However, the pcrformunca
et this stazoe wes considared to o unsatisfactory beccuse of
non=confortiance to tho spccifications An out of specification
itoa is regocted or revorked pccording as {ts diacoter lies
below 69,450 tme or adove C7.970 ome res;actively. The cost
of rejecticn and rework por itea con be taksn as Rs.20/- 2nd
R8.00/= respectivelys Cotermino the evaraze at which the
process may ba sot to maxi=ieo the profit.

(12+8) = [20)
he For the so—pling plan N w 5C(0, n = 200 ond ¢ = 2

(a) Drow the 0.Ce curve snd recd ths valus of incoaing lot
quality for produbllity of nccaptunce 0eU0.

(b) Draw AGQ curve and hence or othcrvise verify the formula

Boey@-d

. X §Co2
vhere y= @ o under usual notation.
(Hint. y e 1,371 fzr o = 2] (10+12) = (20)

S.(a) Let C Do the eo% of ald foe.sibzo solutionn to a linear
rror—rumtng prodlen.  Sroy thet (1) C 1s a convex set ond
11) the maximus (minimum) value of the objoctive function
of the linoar mgmmina proulea occurn at cne of the
extrezo roint of C.

(b) A chop hzs throe cargo holds, forward, aft. end centers The
linitations eres

Hold Corgo ¢ pnc!V by Cnnio cai:c.clty Yy

wvoirht (tons voluze (c.fts)

forward 2000 100,000

gcntar 3000 135,CL0

aft 15%0 30,600
The following typos of cargo &s aveiloble for loading into
the ship.
Cargo Tolel emcunt Voluze Frofit tan
1ypo avnilable (tore.)  (cofts) JR??S

A coc 60 6

3 [Ades 50 8

c 2000 25 S

In ordor to preserve the tria of tho ship, tho weight in each
hold runt ba nprope=tional to the caopacity in tons. How should
tho cargo be distributod g0 a3 to maxizise the profit ?

(3+3412) « [20]




IUDIAT STATISTICAL IRSTILUIE 1980-81: 451

B.Stat.(ilona.) Fart-1v: 1¢80-81
tultivariate Araly:ic

PeRICDICAL EXARINNTILN
Cate: 17.11.80 Fexdoum Murks: 130 Tize: 3 hours

‘ou miy attempt

iote: T raper carries 120 ma¥s
2 radimum you can

a.y pert of :ny euzstion.
score 15 100.

1.(a) Derive the density of a nonsingulcr rultivariate normal
variable starting from the definition (in terms of linear
combinatiord. (15)

(b) Show that the sample mean vector and sample dispersion
matrix froa a multivariate normal distribution are
(10]

independently distributed.
2.(a) For the nonsingular multivariate normal distribution of

] 1]
U = (U(” . U(Z) ) derive the conditional distribution
1xp  1xp; x(p-p,)

of 2) given U(1). [ic)

(b) Based on a rardom sample of n ohcervations on U, find
maximr 12r%7ihoad estimators of the paraseters of such
a conditionzl distribution. (5]

1

Write down the model, sarpling cistridution results and
the aralysis of variecnce tabtle for tevtingz hypothesis of
multiple regrescion parametera £o te z:'o in the univariate
case. Do the same for the ceie uvf multlZvariate regression
with suitzble erguments. . [15]

! 1

3. Using only ths definition of “irturt di~tribution and
the properties of idempotent mztrices (l.e., not using
univariate resul:s) show that i %L i3 a nxp matrix
of n independent :!p(- , )

(e

~

(a) wUaw ~ ‘:lp iff A 4s idemnoient. 5]
(® a'au ond wWh, M ere independent Vishart iff
A.I. :‘.2 are idecpotent and A1A2 a 0. [10]

4.(a) Defining Fotelling's T statistic derive its distridution.
{51

Pelec,



Contd...ss Q.ll0.4

(v)

5.(a)

(v)

Suppose Xi, Xz, sessay X 8re measurencnts on the
leftside of on organism and Xp*1. Xp<2' weeeay sz

are mcasure.civs of the sace quantitics on the rightside.

Assuming rultiveriate normality o the pupulation distri-

tution of the 2p-dimensional varie!lc¢, formlate the

protlem and explzin a method with formlic, of testing

the left-right symaetry of the orpanism. {10]
1

In a psychiatric clinic, data on &7C patients vere
collected before and after a certain treatment with
the help of tests. The followins data rcpresent
statistics based on the differences (after - before).
The variables are: .

withdrawal retardation

L
h ¢ hostility - suspiciousness

-4 anxious depression
Mean vector : 0.0776 -0.4268 -0.0855
Inverse of Estimatcd Dispersion Matrix (based on 668 d.f.)
0.28113 0.03450 0.12522
0.30783 -0.07606
0.33330
Examine if the trcatment is effective. [10]

In an experiment with 22 factorial treatments ({1), a,b.ab)

- with 50 3J-dimcnsional observations under cach treatment

the following data were “obtained. Setup the Analysis of
Dispersion Tablc. Test if interaction is present.

Treatment Total Vectors

(1) 5.396 2.770 54,260
5,006 3.428 1462

b 5.121 3.042 2.563
ab 5.001 3.325 2.156

Pooled Disperaion Matrix on 196 d.f.

0.1953 0.0922 0.0996
0.1211 0.0472
0.1255

[15]



INDIAN STATISTICAL INSTITUTE 1080-81: 472 /583
B.Stat. (llons.) Part-IV and M.Stat. Previous Year: ;;;;:_8;

Computer Frogramming
HID-YEAR EXAMINATICN
Dete: 8.12.€0 HMaximun Marks: 100 Time: 2 hours

Note:  Answer ell the questions.

1. V¥Write a progrirme in FORTRAI! to find and print the maxinum,
ninirum, sccond maxioum end sccond minimum of a given sct
of N values. There arc li+1 data cerds. The first data card
conteins the value of N punched in Cols. 1-3 in the mode 13.
Each one of the later cards contains one value punched in

Cols. 5-11 in the mode F 7.3.
[25]

2. The folloWing instructions were given for the Ith sweep-out
in the solution of M linear equafion in N unknowns AX = Y,
when 1th diagonal clement after (I-1) sweep-outs is not zero.
Exemine whethcr the given sct of instructions achieve the
objective. If they do not, modify the Instructions.suitably

to achieve the objective.

D@1 = I, N

A1, J) = A1, J)/A(T, 1)
1 (1) = Y(1)/al1, 1)

DK = I, N
DT = I, N
A(X, J) = A(K, J) - A(K, I) * A(1, J)

2 (&) = ¥(2) - Ak, 1) » ¥(1) (7]

3s Given below 4s a programme in FORTRAN. Write down what
}\gﬂ..be the computer output when the machinge comes to a
DIMENSION A(4, 4)
DI = 1,4
D@ = 1,4
1 AT, J) = (=1)es(T0)*(10)%* 2 #(4-T)* T #¥ 2

R=0
DT = 1, &
2 R =R+ ABS (A(1, J))

RM = R
L =1
D3I =2, 4
R=0
D@L = 1, 4
4 R =R+ ABS (aA(1, J))
IF (RM-R) 5, 3, 3. '
p.t.0.



Contdessss Q.3

5 RM = R
1 =7
3 CCLTINVE

PRILT 10, L, RV
1 IRNAT (11X, I3, F 10.2)

STCP '
{10]
4. Write a short note on function and subroutine
subprogranacs. (8]

ASSIGNMENTS [s0]



TIDIAN STATISTICAL INGTITUTE
B:iStat. (Hons.) Part-IV: 1€80-81
. lieasure Treory

MID-YEAR EXAMINATICH

Date: 12.12.80 Maximun Marks: 100 Time: 3 hours

tNotet  Tre pa"ur carrics 117 merks. The maximun you
ctn score is 100, A1l the functlons are defined
on gyprorriate measure g, 5 (X, A, 0)e AlL the
nmeasures are finite. o (’ ntan' s Tor the o-field
generated ty ¢. ¥rite your answers clearly and
‘ lcglbly.

1.(a) Define ‘1‘ du  for any ronnes:tive measurable mnctio'h £

(b) Prove m? most general form of the monotone convergence
G

- Theerea ive com‘)lcte details).

(3+15) = [18]

2.(a) State and Prove the Dominated converpence Theorem (Give

(v

)

complete details).

§ . ue
If lfn 1 is a sequence of measurable functions such

that ,fn(x) l g_zln for ell t x . then show that n]:1f an =

T fodu. ro

. nat

(e

4.(a
(v

)

)

~

Is it in general true that ff au’'—) (£ du for any
sequence of measurable functions f!‘ } l" converging
to £ ? [Hmt- Try the functions nl(o 1/m) 3 '

(15+5+5) = [25)

1f (X1, By 1y ) and (XZ' AZ s Hy) are two measure spaces
prove the existence of a neasure & on 51 @ 92 such
that u (A; x &) = u.(A). uy(A,) for Ay €4y and

A2 4 QZ « Show that such a mecasure is unique.

(5]
State Fubini's Theorem.

Show that the set A = {(x, y) €00, 1] x[Cy 1] z x+y ) 1
belongs to B B where ‘B is the Borel o-field of

{0, 1]. Find X ® A(A) where X 1is the Ledesgue .
measure on [. Evaluate all tre irtegrals explicitely.

(3+15) = (10}

. t. 0,



7.(a)

(r)

{c)

(a)

Describe clearly the correspondence between the protabi-
ties on the RBorel o-field of the reel 1lire end tre dis-
tribution functions on the real line. Show that this
correspondence is one-one.

[10]

Let Rk be a real valued function defined on trhe power
set ElX) of a set X satisfying the propertlea

__m»ogu(A)g_u p(P) =0 and u(X) =1
(11) u(AlUB)ﬁl-\(A{\B)Qu(A)fu(B)
() ACB = v n(p

() mAa D s Tuw

Then show that D = § A : u(A)+u(A°)=1

: is a

og-field and that B restricted to D 4is a probability.
(151

It 01 is a collection of subsets of a set X, and 02

13 a'collection of subsets of a setX2 show that
o(gy) () olg,) = o(iI\xB AbtG,,BEG 2})

If £ 4is a quasiintegrable function such that ff du = 0

for a1l E ¢ A then show that f = O a.e. [u].

Prove that I ft au [ { ["r | du for any quasi -integratle
function f.

If f is integrable show that n (1x: "I(x)' ). 1}) { =

(t:u.mm) = [15)



TiDIAN STATISTICAL IUSTITUTE 19380-81: 452
B.Stat. (Hons.) Part-IV: 1€80-81¢
Multivariate Analysis
MID-YEAR EXAMIUATION

Date: 15.12.80 Max{mum Marks: 100 Time: 4 hours

Note: The paper carrles 120 marks. You may atteont
any part of any question. Any score over 100
will bte taken as 1CO.

1.(a) Show that 1f Xq, Xy, eeey X ere Liude N,(0, 1), tren
the Joint density of X,, Zyp eovy ¥, i3 constant on the

12- C. Show that this is a cheracteristic

n
sphere L X

1a1
property of N1(0, 1) anong random variables with differen-
tiable densities. o .

[Hint: Consider the partial derivates of the joint dencity

n
2
£ x{ =C.
on X ] (5]

(b) Snow corz generally that if X' Is a random sample of size

Pxn
n from a p-variate differentiable density r(x1, Kyperey xp)
then f 1is ”P iff the Joint density of X' depends only
on the matrix X X. [7)

2. Let U~ tjp,I)where oy =1, o4 P for 143,

L= ((ui'a)). Find on the basls of a random-sample of size
n from U, maximum likelihood estimators of u, /. [15)

3. Let U be the sample mean end- S te the semple corrected
sum of squares and ‘products matrix from a random sample of

aize n from N,(u,L), with | £ [ /0. Then let
2 2 an-1T -1 s - ).
C »
L' (U -p)
Show that T = n(n-1) max. [—.-——]

. L L' sL
Px1

Give an interpretation of this result in terms of test
criteria for Ho N
{10]

Pet.o.



4

Se

6.

(a)

(v)

(a)

-2 -

Write down the multivarizte linear model. Assuming results

on univariate theory, ¥Yishart distribution and estimation

of the multivariate parencters in the linear model (but

quoting clearly and precisely), develop procedures for

testin,7 a mult{variete.linocr hypothesis. t30]
30

Formulating the problem clearly derive the first principal
component from a dispersicn matrix. (6]

' R 6
Formulatinr the problem clearlv derive the first canonical
variables of the partitioned dispersion matrix

L9 L2 .
PXP
21 22
axq | . [o]
X
kx1
Let vy = Y « Show that the first k
(p-k) x 1

canonical variables of X with respect to U are the

first k principal components of X. (7]

(b)j

Fird the principal comronents and their variances of
R = ((A)) with fiy = P, for 143 ana. £, =1,
for 21l {. . [8)

At an agrlcdltural'exporimental station, 52 samples of
soil were collected of which 25 contained the organism

Azotobacter and 27 did not. Three characteristics of the

s0il were studied:

lvl1 : pH, X2 H a‘-nount of readily available Phosphate
)(3 t total nit_rogen_ qonten’c.

Data arg summarised below.

""With Azotobacter
X4 % )

Total ©o185.9 2196 11
Without__Afp_tobacter
Total . 160.6 963 5%
'.Corrected sum of squares and prbducts matrix based on 50 d.f.
20.9570 421.9173 148.2403
: 88,£97.3600 9,135.0933
78.0385

Test it the two groups-are different in the mean vector and
3f so find the lincar discriminant function between the two
groups. (State all your assumptions clearly.) [23]




INDIAN oTATISTICuL IHSAITJTE ) 1980-811¢ 442

B.Stat. (Hons.) Part-IV: 1980-81  ———(—————=
Design of Zxperiments

}ID-YEAR EXAHIH,}TI Y .
Date: 18.12.80 ‘Maximum Marks: 100 " Time: 3 hcurs

Kote: Question l'0o.5 is compulsory. Of tne rest,
answer any four questions. All the questions
carry equal marks.

1.(a) Vnat sre lattice designs ? Indicate a method of construc-,
tion of en m-ple lattice cesign involving v treatnerts.

Show tne actual layout for v = m’ = 9.
(b) tWork out tre usual analysis (under a fixed-effects adiitive

mocdel) of en m-ple lattice design end give the expression
for. the average vartance.

2. "In the context of the analysis of a connected block desirm,
' ~recall that, in the usuel notations,

E@= ¢, D@ = o%c . ;

‘where C 4s the C-matrix of rank (v-1).

Consider the following canonical reduction of C:

v-1
c=r o ¥ C with 00, f 1. ¢
121 Sy oxg 2 =3

.

L e 1) et
Hy
Define ‘) . = Uz a,2, e, ve)

-] -

(2) Show that all the 7,'s are estimable

(b) Determine D( '_)) where v; = (tige Moy wees *;\,_1)'

and, hence, calculate V = V%T I3 V(\g) and show
that ¥ ¢ (o).

(c) For given b, v and k (in usual notations), assure
that all the designs involved are binary. Show

that V in (b) attains a minimum for the BIBD(b,v,r,k,\),
vhenever it exists.

[Hint: Use the H.M. = A.M. inequality]

3.(a) In relation to a 2M-factorial experiment, define main effect

. » and interactions of orders 1,2, ... « Explain the role of
Hadamard matrices in gettin; the algebraic expressions for
the various factorial effects and interactions in terms of
the ylelds arising out of a 2N = factorial experiment laid
out in r complete blocks. Explain Yates' technique in
tris context.

p.t.0.



Contd.....~Q.l0.3

(v)

4.(a)

(v)

5.(a)

(v)

6.

Deduce that in the above experiment, each main effect

and interaction has variance (02/ r.2"2) vhere o2 1s
the per plot intrablock variance.

In a (25, 22) experiment, the Key bloox is known to
contain the following treatment combinations (in usual
notations):s

1, ac, de, acde, abd, abe, bed, tce.

Find out the confounded interactions and show the comdlete
layout.

Suppose we want to construct a (25, 22) confounded experi-
ment in minimum numter of replications so as to ensure
talance over all the 3 - and 4 - factor interactions
without confounding any main effect or 2-factor interac-
tions). In addition to the replication in (a) atove, whet
others are needed ? Show only the ey blocks of the others.

Construct a confounded 33 design in 9 blocks of 3 plots
each in which 4 of the d.f. are carried by the pencils

5(3.91. 1) and P(1, 1, 2). that are the other d.f. confoun-
ed ?

Describe the missing plot technique and bring out Fisher's
rule. Vork out the AICVA for an RBD with ore missing
observation.

Sutmit Practical Note Booke.
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ILDLAG STATISTICAL INSTITUTE 7
B,.Stat (Hens.) P-rt IV:1980-81

Ciorlex J/n~lysis
NID-YELR LX/MIN.TION .
Date 2C.12.80 Maxirdna Marks : 100 T4aci.3 heurs

Iiste: This soyur cnrrics 112 narko. Angwer o8 nane
guectiine 1o you e, The zaxiowa you eon
score Lo 100. If yiu use =ny thesrena provel
in class, stats then eleerly ~nd rrecisely.

1, 2) Define the rdus of eonvergence ¢f & pewer sox:_i'eg. Cermpute

the reciug of eonvergence c¢f thenower series )_ nn M
n=l 2
b) Show thaat the function fz) = Z docs net hawe o complox

ozp

derivative at any point in the comrlex plenc,

~

¢) Cefine the index of 2 rleccwise snccth elescd path nt 2

reint. Let Y be the path en [0, &M ] delined bty

vit) =t sro¢t¥en
.= ci(':“ =% ironm § tgum,
Yhat 48 tho index of ¥ 2t 2 =0 ? [5+5+45 = -15]

N
.
=]
~

Stote ond prove Cauc)\y 3 theeren fer veonvex n.,_,irns.

b) Let f1bc a regien i, tho eszplex plane ead ¥ a picecwnisc
goonth elosed pata fInf. Let £ ten hol\::erphic functiorn
en . Is it rlweys true thet  [£(2) dz=072
If the answer 18 yes, cive a preef, ctherwiso cive an
example. [10+7 = 17,
3, ») Let £ bc an entire functicn taking values in € - D, (3),
where D (8) =§z & lz-n| ¢ 8}. T™en show that f has to
t¢ o ernstont,
t) Cenelude, using =), trot the ronge of o ncnconstrnt entire
function is dense in the plane, [8+4 = 12)



-
.
~

a)

b)

c)
5. )

b

~

6. a)

b)

7. a)

b)

-2 -

Ev*l\'.\ate tho fcollowing integralso.

JRc: dz , whereY s the pcaitively oricnted circlo with
Y centre 0 and redius 1,

Jég—- , whereY 48 18 in o). L
2%+1/4 .
Jc’z_"dz , whercY io 28 in o). [54545 = 15]

¥

Hew zery holomorphie functicns are there cn D ={z: 12) < 1j
1y, 2

such that £ (-a) =;3 yn2 22

iy¢ neny helomcerphic functicns cre there on D taking valucs
tn D ={z: |21 ¢ 1] such thnt £(0) = 1 7 [547 = 12]

Pefine the erder of ¢ zero of & holen:fphic functicn. Wist
ere the orders of the zeros cf (z+3)(z2-«‘.)3 ?

Define removable singularity, pole, order cf n pcle tn
essential singularity. Identify (giving reasens) the raturc
cf the isclrted singularitics for the following functicns @
2
1

-1/2 z
R e ) =St 6n5 = 21]

1)

2(2243)
Dufine the residue ot © pelo. State the residuc theorcn
for convex regicns.

Evaluate the following integrais.

T .2
1)f y.'_-x+2
e X'+10x°49
rezl nunber. . [6+14 = 20]

ix ) - Jitx :
i1 I - dx, where t is o
2 1 oaxS ’



LDLX STATISTIC,L LITITUE Year tlo.

. - . " [ ey
B.5tab.(Hons,) Part-iv: Aceo-g1  |1980-61:L62/56L ]
5QC and CR
MID-YZAR EXAIOINATIONS
Zrter 2A.12.00 Yool Narke 1 100 Tine: 3 hown

owe: Attept only four aueaticts, The rxake
21lctied for cnch tuestden ara glven in
the brekuto.

1. iz) Civen a erawx st C wd A poirt X, nct belenglig to C, siiow that
there oxdato o hyper,lane ox -:l.puchu through X puch that C 4s
cu onn siic of tha hyperzlanc,

(b, iIf e lfrcar progTanisg problen can be solved then ita optinzl
colut'cn hos at the must m positive variables where m denotos

the T X of the coefficicnt nntrix A for the problen; naxinice = C X

subject to & X a by X3, (. tre sy1bsla have the usual peandng,

) (8+12) = o]

Defina a Bupporting hypesylii.. Show that a closed convex set which

29 dounded fres below heg on cxtrene point in every supporting

Iy crplaro. )

) Sclve by c4iplex oothiod the following L.F.F.
lax, = 10 X+ Xy ?x
Subject to X, +x, Zx [4 10
Xp 4%+ X S 20
. 4, %, %, 2¢ (2e6112) = £o7
7. (2) hizt axs artificfa) Variables ?
(b) S:iiw siw followin; lincar progrocing prodlea by usirg chemo's
- netiiod !
Kintooce n 5.‘(16«4!20!)06!4
subject to 5:(1-12::2515--3x4 )/ n

6x1+ 5. —3:
-11+f.xzo)x307x4 )/ 6
11 xS -
e R (4+16) » 1207

4. (=} =qlain bricfly tho Rovised siuplex Foma I to solve the lincor
rrogqendig preblor.

(b) Siow that Sf Frical lincar prograxing problen kas en optional
sclatien ticn {t3 ducl problen also e an optiona) solution.



-2

2o {c) Solw the following problea by duzlity consideration

dinindce 3 = }x1+2xz+x3+~:x 4

= 5
tukjeet to, :.‘x‘wixz-v)zt}@x‘q 1

710
. 311—12¢7x)-214 )/ P
A

:‘.nd147,°

¢
,x‘o2x2¢x}+6:

Xy X, X
1y

(3+3412) » [207
5. (=) Foran f:eo ticunds  ccst of rtorage 48 Ro 1 per ronth,
onl-rirg coct v ., 25 rer onder cnd dexxnd i3 200 wnits
per runth,
Find the cptimm quantity to be ordexred and hence deteraine
tac teted coct of oxdering and storcge per month,

(b) *Prodability thot cxactly ¢ wnits of ¢ spaxe part ave requircd
is civen by Y,L Tic wit cost of spare {0 ¢ rnoney unit, losa
ircurrod duc to shut down of nachire arfsing out of shortage per
urdt 48 U ooney units ond salvige value of on unused spare {s V rorcy
unita, Work ocut ~n optiml inventory policy mininising the averge
tatal loas, statirg your cosuuptions, if rny. v

(¢) in cquipnent {s prrchased Zor M moncy unite The rwnning cost and
rescle velwe of the equipnent at the cnd of Lth year ere Ty and o N

rerectively, Ouvtadn a c_:r.uucn for optiml =vplacenent perlod
fre: given inforntion. (5+41045) = /207

Sescioncls and cducrtional visit report eceese.ses [ZQ]



LiMIAY STATIZTICAL INSTITUTIE 1980-813 432 |

“p.Stat. (Hons.) Part-IV: 1990-81
Inference

MID-YEAR ZXAMILATICH
Datet 27.12.80 Maximum Marks: 100 Time: 3 heurs

liote: Open note examinatlion. Points of each
question is in the margin.

1. Sunpoze X1. X,y ey Xn are 1.i.d. Folsson with parameter

A d.e. .
P(x-k)=e')“%, Km0, 1,2, o
Find the U.M.V. unblased estimate of P(X = 0) = e, (20
2, Give 2n example of a femily of distribution, which is
boundedly complete but not complete. (151

3. let Xy esey X, be Li1uds N(e, 1). Ve want to estimate
G under the loss function

L{a, 0) = I a-0 |
Show that in is an admissidble estimate of @. [20]}

L. let X be a Poisson r.v. with parameter ©. We want to
esiinzte 6 under tre loss function

(a - 0y
]

2y usin; Cruncr-Rao inequality method show that & (X) = X
is an admissidble estimate of 6,
(20]

L(z, é) a

5. Let X1, caey xn te a sample from uniform distribution
(0, 8) 1.

t(x) = Jr

( 0 otherwise

\

0{ x ( [~

a{=

Find the test invariant estimate of © if the loss function
is

L(e,a) = | g-1] (1]

p.t.o.



6. let X1, P )(_l be a rample .from a camma distribution
*y(a, 8) with a ¥nown and 3 unknown {.e.

. x a1

(o dmn™ o7 & x) 0

f(x) = i_ o <o

Show that test unbiased cstimate of B is also the btest
jnvarlant estimote of B when the loss function is

L (8, a) = (a/3) - 1 - Log (a/B).

(151



I:DIAY STATISTICAL INSTITUTE 1980-81: 433
B.Stat. (Hons.) IV years 1980-31
Advanced Linear Estimation end Inference
PERIODICAL EXAINATION

Date: 2.3.81 Maximum Merks: 100 Timet 3 hours

Note: All questions have equal weight.

1. Let Xy, seey X, be a sample from the uniform d?str tion
u(e, 26), where (H) = (0, =) = Laond L(G, a) »i82

Show that the best invarlant decision rule is

(n+2)[(V/2)-(m1) ) u—(n+1)
a(x) =

(e (v2) M2 _ (me2)
Wnere u = min(X;y evey X)), V= max(X,, «uey X))o

2. Let X and Y be random variables with joint density

gy oy | A = e T () 1 ) (y)

Find a UMP unblased test of sized for testing Ho: Amwj vs
Hyr A fu.

A

+ Let Xy, «.»y X, be a sample from u(e,, 02), 1.ee, uniform
distribution on the interval (01, 02). We want to test

Hpt 9, 20 vs  Hyr 0, (0.
Find a U® unbiased test of size a .

4. Llet Xqs esey Xm and Yo oeey Yn be independent samples from
tu , @) end-N(7 , ). Find a UMP unblased test for

‘tosting Hg: B = )-) vs Hyr opd 77 at level of significance
a.

5. Let X1, Xz, eesy )(n be a sample from

x| ©) = [2(1 + cosh (x; - 0))]-1

Find the locally best test for

Hg:t 9= 0 vs H,I:O)O



INDIAN STATISTICAL INSTITUTE 1980-814 423
B.Stet. (Hons.) 1V year: 1980-81

Probability Theory and its Applications
PCRICDICAL EXANMILATION

“utetr 3.2.81 FMaximum Marks: 100 Time: 3 hours

“tiote: Ansver as much as you can. The maximum
you can score is 100.

1.{a) Let X be a randea variable with E(ea'x) (=, (a)o0)
Show trat

e “ 1

r 1/!‘
() Let Alr) = [E{X| ] , r) O, for a random variable X.
Prove that

Alr) { A(s) if o(r(s [10]

5.(a) Show that the sequence’ of random variables X_ converges to
a random varisble X a.e. 1f and only if for every 2 ) 0

A]_m P { [ b(n(@) - X(w)} S for some 1nnzN> a0
He)oo . [5101

(t) Define convergence in probability. Show that a sequence
of rardon variables X, converges in probability to a random

[x, = x|
veriable X if and only if lim E ——] = 0.
n—Yeo 1+ |)S‘-Xl
) [10]
5. X,s n )1 arc indcpendent randon variables with
p{)&l.1}-pn and P{)gn-o =1=p;

(a) Show that X, ~=—) O In probabilfty if and only if
Um p, = 0. (6]

D

. e .
- -
(b) Show that X, ~—) O e.c. 1f ond only if I Pyl =
[1a]
(¢) 1f£ p, =P foralln, show that

Xg # 0 % eee v Xy "P-l‘

n

«~—) 0 in probability.

{10]

p.t.o.



-2 -

.{2) Let ¥ be a nor-negative random variable.

irfran] o

[Hln‘r': !E1P i\')_n} ) 1:51 k‘gn F {kLY(k*“i

- 121’21?{1({_\1()(“%- k;.;kP{kg_Y(kM}]
{10]

(b) x,l, x2’ «+e 1s a sequence of identically distributed random
variables with E |X;|{ = . Using (3), shov that

Prove that

P { Wt |xn(m)|}_n for infinitely manyn ¢ = O.

f20]
3 Decide whether the following event':s are in the tail o-field

with respect to the sequence {Xn} of random variables.
Give rcasons for your answers

(a) % w oz X (W) converges to 5}

y § s e 2 () + X5) e s X ")

converges
n

€

(a)

€

(c) ; s x12(w) + Xzz(w) toeeess an(w) converges to 2)2
{ X (@) ) 2 for infinitely many n}

(5 x4) = [20]



INDIAN STATISTICAL INSTITUTE 1980-81: 473 /572
B.Stat. (Hons.) IV year
. and
M.Stat. Previous Year : 1980~ 81

Biostatistics
P=RIODICAL EYAMINATICNS

Date: 23.3.81 Mexdmum Marks: 1C0 Time: 3 hours

tote: The question paper carries 112 marks. You can
N _onewer any part of any question. Maximum marks
you can scorc is 100. . ‘

1. Vhat is random mating ? State and prove Hardy-Wc'inberg equili-
briun law for the case of a cheracter controlled by a single
autosomal locus.

Describe the corresponding progress of a population under rardo:
mating for a sex-linked gene. (20]
20

z. For the case of two linked loci (autosomal cheracters), indicct
the progress of the population under random mating and show th:+

in the long run the population tends to one in which all genes

are combdbincd strictly at random according to their frequencics.

f20]

!+ Consider the case of a single Mendelian character in which the
genotypic array in generaticn O is

ﬁ% Ak + 2po 9 ha + qg aa, Po*t gy - 1

end suppose that only (1-k) of the recessives survive to
reproduce in each gereration, but otherwise there 'is no
sclection, O ( k ( 1 and the mating is random.

Prove from the beginning the relation

v

. w, (1 + )
Y T o
1+, - k
where P, = -——:ﬁl—- = frequency of gene A in the n-th
' 1+ 0w, generation.
Hence, show that if k is small,
. K,
A - - -
Y et = Yn T

and approximately

kn = u - ug o+ log, ( ;% ) [20]

p.t.o.



.
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Suppoce F, 2ate arc available or two autosomal characters

(You ¢n zssume completc dominance for both the characters).
State, giving sufficicnt reasons, how you vill test for the
rresence of linkeges Assuming rccombination fraction (p) for
the pale ad female same and both in the coupling phase in Fy
generaticn, find the naximum likellhood estimator of p and its
verdiunces Obtain also the expression for i = per unit of item
information contained in the F2 data regarding the recémbination
fractien pe

{20]
Write short notes onst f
(34) Mendel's law of segregation
(11) Mendel's law of independent assontment
(341) Mitotls and meiosis
[12]

(1) Supposc a recessive trait occurs in 1 in 1000 of a rardor
mating population. How many generations of complete
selection against the recessive "individuals would be
necessary to reduce the proportion to 1 in 100,000 ?

(1i) Suppose the mating is random and we start with the popula-
tion

A a A
PRI R T I e B
where S1. SZ and 53 are sclf-sterility genes. Vhat are
the proportions of S1 S, individuals in generation 5, 10,
100, 1000 ? ’

(10 + 10) = [20]
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Wote:  All guostions cerry equal marks. [nswer
any 9 questions.

+, Trove that any group of order 13 is cbeliane
5. Let G be a group. Suppose there is an integer k such that for

any a, b in G, (ab)k - :.\l" hk, (ab)kﬂ = e.kﬂ bk+1 and

(ab)¥*2 = %2 Y¥*2 | prove that G 1s abelian.

Let ¥, N be normal subgroups of a group G with M © X = (e),
where e 1is the identity element of G.  Show that for m in
and ninll, mn = nn.

. Let T be a field and K a nonecpty csubsct of F. Show that
¥. is a subfield of F if, and only if, for any a, b in ¥,
a-b 15 in K d, if b 4 0, b1 15 in K.

5. let F te a field and I-‘Ex} the ring of polymozicls cver F.
Prove thet any ideal in F(x] is a principal idcal. Show that
an idcal (p(x‘{) in F[»] is moxdmel 4f, ornd only if, p(x) is
irreducible.

Z. et D te on integral domain. Let I, il be two ideels in T
with ¥ ON = (0). Show that M = (0) or X = (0).

. Letm, n .. .elati.o., princ positive irtegers. Let D be an
integral domain end a, b c¢leoents of D with a® = B®  ond
a" = Y®, Stow that e = b.
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Note: Angwer questions numbered 1 and 2 and any one
from the reste Marks allotted to them are indi-
cated in parcntheses.

Practical records carrying 20 marks are to be
submitted at thc Examination Hall.

1. Answer any two of the following:

(1) In sampling a finite population of size N by PPSWR
method in n draws obtain formulae for expectation and
variance of effective sample-size in terms of N, n and
normed size-measures P1|S'

(5¢5) = [10})

(11) In two-stage sampling from a finite population show
that you may unbiascdly estimate the variance of an
unbiased estimate of the population total from a single
sample even if the second stage units are chosen by a
systematic sampling method provided the first stage
units are chosen by PPSWR nmethod. [

10]

(141) Show how Lahiri's scheme of scmpling a unit from a
finite pop:letion rezlly ensures sclection with pro-
babilities proportional to size-mecasures of units.
Also demonstrate the corresponding result for the
extended scheme due to Lahiri-Midzuno.

(7+3) = [10]

(1v) Show that the usual ratio-cstimator becomes unbiased
. for a firitc population mcan if Mid2uno sampling scheme
is employod. liow will you unbiasedly estimate the
variance of the ratio-cstimate in this case ?

(3+7) = [10)]

2. The following table givcs information on 10 households in a
street in Calcutt:a about their composition and ovmership of

T.V. sets.
Serial number of Household Whether a T.V. set is possessed
¢ hgusehold size ("' if 'yes' ; '0' if 'no')
* % :
2
3 5 o]
4 4 1
5 2 0
6 3 1
7 8 o]
; a z
10 5 (o]

p.t.o.



Contd....s Q.l0.2

Choose a sample of houscholds in two draws without replacement
with sclection-probabiliti s proportional to their sizes.

From your sample obtain threc different unbiased estimates for
the proportion of households possessing a T.V. set. VYhat are
the errors of your cstimatcs ? Obtain an unbiascd estimate of
the variance of one of your cstimates.

(8+3 x 5+1+6) = [30]

Explain fully why Hurthy estimator is morc efficient than
Des Raj estimator and the latter is more cfficient than
Hansen-lurwitz estimator when same normed size-mcasures are
used for each and each 1s based on samples taken with the
sane nunber n()2)of draws from a given finite population.

(15+15) = [30)

Show that in the class of all unblased cstimators for a finite
population total there does not exist onc with a uniformly
smallest variance unless one has a ccnsus.

Show that in the class of homogeneous linecar unblased estimators
(HLUE) for a finite population total therc does not exist one
with a uniformly smallest variance, unless a sampling design
belmgs to an exceptional class. Characterize this exceptional
class. Show that for such an exceptional design a unique uni-
formly minimum variance estimator exists in the HLUE class.

Obtain an admissible estimator for a finite population total
in the HLUE class, for a general class of sampling designs.

(8+8+3+5+6) = [30]

Explain how you may unbinsedly cstimate a finite population
total on taking a sample in scveral stages choosing the first
stage units (fsu's) with varying probabilitics without replace~
ment, the sample-sizc being fixed in advance. Obtain formulae
for its variance and unbiased variance-estimator.

Suppose you arc to estimate a finite populztion mean of second-
stage-unit (ssu's) values from a two-stage sample when each fsu
contajins the same number of ssu's. If your plan is to use the
sample mcan on taking an SRSWOR of fsu's and independent SRSWOR'3
of ssu's from each selccted fsu, then considering the variance |
function and a simple cost function discuss how you may reasonably
deciﬁ on the choice of the sample sizes at the two stages of
sampling. . .

(4+8+8+10) = [30]
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- Groun = A

(Answer any two r';uestions)

1.(aY Define the Lorenz Curve ond Lorenz ratio of an income distri-
*  bution.
(b) Find the equation of the Lorenz curve for an _exgctly Paretean
income distribution over the income range {c ,=), where ¢ is
subsistence income {c )-0)J )

(¢) In (b) above, what would be the equation of the Lorenz curve
of the truncated income distribution over (c' ,=) where ¢t ) c?

~

(d) Suppose, you are glven some income data and you plot a graph
£

showing log T, against log Nx' where Nx is the number o
earners earning x or more, and 'I‘x i1s the total income of these
Nx persons. What would te the equation of the graph if the
income distribution is Paretean ?

_ (6+10+7+7) = [30]

2.{a) Find the expressions.for mean and variance of lognormal
asstribution A (n,02).

Suppose income X ~ A (u, 62) and consumer expenditure

C= az)(B exactly,where @ , 8 are positive constants. What
can 'you say about the size distribution of C ? What are
{ts mean and median ?

~

(b

(c) Give a broad account of the method of guantiles for estimation
of parameters of a two-parameter lognormal distribution.
Mention, in particular, the choice of quantiles which gives
estimates with the highest asymptotic efficiency.

' (6+10+14) = [30]
3. Write short notes on any two of the following:

(a) The moment distribution property of the lognormal
distribution and its uses.

(b) Ceneral properties of a Lorenz curve.
(c) Measurement of income inequality.

(2 x 15) = [30]

PaT.0.



Group = 3

L. Examine the size distribution of income given below and fit
a Pareicwn Gisuiouvion over the appropriate range. (Compute
expected frequencies and show the fitted Pareto line, but
you need not test the goodness of fit)

Mo. of
Income (Rs.) earners
10001 -‘20000 6286
20001 - 30000 1404
30001 - 50000 6%
50001 -~ 75000 218
75001 =100000 82
100601 200000 74
200001 - - 25
[30]
5. Pract! sal Record. v : oen [10]
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1.

2.(a)

(v)

Let f(x, 0). be the frequency function of a random variable x
with parameter @.

(1) State what i3 meant by a sequential procedure of
testing Hy : © = O, azainst Hy : 0= 6.+ How does

it differ from a fixed sample testing procedure ?

(11) Define Wald's SPRT of strength (a, B) for the above
problem. Determine the approximate values of the
constants involved.

(141) 1f (a', ') be the strength of SPRT with approximate
values of constants as defincd in (ii), show that

a' + p{a+P

Let i % % be f.i.d. random variables having a frequency
function f(x, 6). Let for testing Hy t © = O, against
H.l t 0 - 01, SPRT is constructed and a ferminal decision
is taken at the n-th stage. Let

n f(xi, 01)”

Z - L log em—=—o
" 121 & (%, 6,)

Then show that

Zn ) L(°1.)

E (e " | H, accepted, 6,) = Cw)
z 1 - L(e,)
E (e ™| H, regected, 0,) = ———1-
1 - 1(0,)

Assume SPRT in this case terminates with probability 1. -

Let S_xi be 1.1.d. random veriables having c.d.f. F(x, 8),
© £(4) and consider Hy, t © = O against H; : 6 = Q..
A sequential test is defined as follows.

At the n-th stage, accept H, if x € R® and reject Hy if
x, € R! where R® and R' are disjoint sets of real line.

Then show that for all 6 & (H)
L(®) = Y (0)Vp(0) + ),(8)]7"

E(n, 0) = [),(6) « ),(8)]7"

mere 1) = § are, 9, %@ = § are o,
R® o
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3.(a) For a SPRT of strength (a, ) for testing Hy : 0 = 9, agalnst

'™

(b)
(¢)

(a)

(v)

My & © = O, definc the 0.C. ond AuS.N. function, the under-
lying c¢f being rx, 6).

Find an approximate expression of 0.C. function of the above
SPRT'under suitable assumptions to be stated by you.

Let the underlying density of the above prodlem 1s N(O, 02),

-and we want to test H) : o = g against Hy 1 o= gy © teing

known. Find the expression for O.C. in this case. Also
deduce few standard points of 0.C. in the present set up.

let 21, 22, eees , be ldentically distributed rendom variables.
Then under certain conditions show that '

N
'z-: (&.‘1 z,) = E(N)_F_(zp

State the conditions.

Let 2 be a random variable with moment generating function

g(t) = E(e*?)
State a set of sufficient conditions so that the equation
gt) = 1 ,

has non zero solutlons. Discuss different cases. Give proofs
whenever necessary.

Describe Stein's two stage procedure for obtaining a fixed
width confidence interval for B in M(n, 02) with confidence

coeffecient =zt least 1-¢, 02 being unknown and @ 4s pre-
assigned., State and prove relevant results.
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Note: Answer any five questions.

1.(a) Define the distribution function of a random varlable.

(v) Prove that a distribution function can have at most countably
many discontinuity points.
(5]

(c) Prove that 1f Fi(x), n ) 1, F(x) are distribution functions
on R such that 1.!.;1 F (r) = F(r) for every rational number r,

n =)o

then Fn converges weakly to F. B [(12]

. 2. Xqp X5p ace ‘are independent random variables with distribu-
tion.functions Fy» Fyy eee Tespectively. Show that

P{.sﬂ’:‘ xﬂ(..“; 180 or 1 and is in fact 1 if and only
n -

1£ g (1 - Fy(x)) { = for some x. (5+15) = [20)

1,(a) Define convergence in distribution for a sequence random
variables. lLet X, n 2 1, X be random variables defined

on the same probability spaces OShow that if xn—) X, then

’S, converges in distribution to X.
- (3¢7) = [10]

(b) Show that if )S‘ —P—) X, then there i{s a subsequence {xn }
k
of {)s‘i such that Jg,,k—-) X almost everywhere as k =) w ,
(10}

Y
4.(a) Suppose that {Xn, n)1 J} is a sequence of independent

2
= 532)
random variables with E(X ) = O for all n. If E — e
1

then show that -,-11 ;il xk converges to O almost surely. 1]
(b) X4» Xys «ce are independent and identically distributed
random variables with 0 ¢ E(X,) { w. Show that g X, = @ with
probability one. 1
[s]

Peti0.



S. . B is a probability mecasure on R with characteristic function
P (t). By using arguments similar to those used in the
proof of the inversion formula, show that

T

s (o) - {7 tta
* {ak T T A (()(t)dt.
| [2°]
6. (a) Prove that if a random variable X has E 1xl ¢ the

characteristic mncticm q;(t) of X is diffcrcntlable and

f(t) : E‘(iX‘e“ Xy, (s

. .

(v) l.l'n' , n) 1, 1s a sequence of probability measures on R with
characteristic functions fP (t), such that (P (t) converges
for every t to a limit function (P (t), where, (P 13 conti-
nuous at t = 0. Show that the sequence .[ . 1) 11 is
tight. (Hint: Observe that q)(o) = :um q)(o) = 1,)

R ' [15]
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Note: Answer as many as you like. Maximum
marks you can score is 100.

1
1. Let G be a group with identity element e » If G and (e)
are the only subgroups of G, show that G is finite.

(15]

2. Let p, q be distinct prime numbers. If a, b are elements
of a group G such that order of a is p end order of b is gq,
show that order of ab is pq. (15

15

3. Let G be a group of prime order. Show that there is an
automorphism of G onto itsclf which is not the identity map.

. ! f20]

4. Prove that the polynomial 1 + x + x3 + x[‘ 4s not irreducible
over any field F, where 1 :ttands for the multiplicative identity

of F.
[15]

5. Let E be an extension of a field F and d an automorphism
of E onto itself leaving every elcment of F fixed. Let f(x)

be a polynomial over F having a root a in E. Show that #(a) is
also a root of f(x).
[10]

6. Let, for any prime p, J = {0, 1, ver, p-1 } with the
operations addition and multiplication mod. p. Let F be a
field. Show that F either has a subfield isomorphic to J

for some p Oor a subfield isomorphic to the field of rational
numbers (with the usual operations).
’ [20]

7. Show that thera'exist‘s an infinite field having finite
characteristic. .

[20]
8. Let K be an extension of a field F. Let H be the set

of all elements of K which are algebraic over F. Show that
H is a subfleld of K.
(20)]
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Mote: All questions due to be enswered. Cuestions
* carry equal marks. .

1. Let X(4) L eee £ X(p) De the order statistics based on a
rendom sample from a continuous pcpulation having pdt £{x)
and cdf F(x). . .
(a) Find the density of x( ).
(b) If £(x) is symetric around O, show that

E (x“)) = <E (x(n_m). i=21, siepm,

provided necessary expectations exist. What will be
the corresponding statement if the underlying distri-
bution is symmetric about n # 0 ?

(c) Define ith cover ¢; = F(X()) = F(X(g_4))y 121, ..oy
n+1 X(o) = —e0, X(m1) = o, Find the distribution of
c, and hence or otherwise shoy that E(cl) =1/m+1,

1 =1, ¢os, ntle

2.(a) Describe the Pearsonian Ch. square test and the Kolnogorov
Dn test for goodness of fit. Discuss their relative merits
and demerits.

(b) Assuning the parent cdf continuous show that D is a complctely
distribution free test statistic.

(c) Show how D, can be used to provide a confidence internal of
given confidence coefficient for the parent cdf.

3.(a) Distinguish between sign test and Wilcoxon signed rank test.
State their reletive merits and demerits.

(b) Show that the null distribution of Wilcoxon signed rank
statistic T is syrmetric about its mean.

(¢) Calculate the first two moment of T% under the null hypothesis;

p-t.o.



4.(a) Define a linear rank st-tistic based on two independent
samples from two continuous populations. Assuming the null
_hypothesis, find 1ts mean and var.ancee.

(b) What do you mean by the symmetry of the null-distribution
of a 1linear rank statistic about a constant B ? Give a
set of sufficient condition for a linear rank statistic to
be symmetrically distributed around its mean u .

(c) Define the Wilcoxon statistic for testing the identity of
two populations against location alternatives. Find a

relation between this statistic and the Mann-Whitney U
- statistic.
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Note: Answer any five. All questions carries
equal weight. Open note test.

; . 7 ’
1, Consider the game where ® - €01, c, % , Q - t&]' a_,_?
and the lo0ss 1s given by L J |

L (e, a) .
8 el -
01 =3 2
o, 2 | -5

* B
A randomized strategy & E Y may be represented as a nunmbter
Qs 0¢ qf 1, with the understanding that 8, is taken with

probability q and a, with probability 1-q. Draw the risk set

k .
for the game ((8), G, L). Find tie minimax rule. Indicate
the Bayes rules. Is the minimax rule a Bayes rule ?

2. Let () = (0,w), (I =[0,=), let X be a Foisson randon
variable with parameter ©. Let the loss function be L(G, a) =
(6 - a)" /0. Find a Mininax estimate for ©. N

3. Let X, «ssy X, be independent each being N(O, ©). We want
to estimate © under the loas function [& (X) - 0P /6?, Find
an admissible minimax estimate of ©.

4. Find the best invariant estimate of @ based on a sample of
size n. from a uniform distribution

(e -.21, 4} o-g-)

2

using the loss function L(0, a) = (a - ©)". Is this estimate
unbjased ? If this estimate is unbiased, is it an UMVU
estimate ?

5. Llet X and Y be random variables with joint density

“Ax =l
[} y.x)O,y)O

0 otherwise.

1X,Y("'y Asi) = AR

P.t.o.



Contdicees Q.NOGS

We want to test M, t =X vs Hy: n ¥ A. Find the
group of transformations urder whicl. problem is invariant.

Find a UNP invarianc size a test.

Lot Xy Xy oo, Xn be a randon sanple from

('1_1.5 el x¢ 1
£(x]o) = 6 ’
“ o - otherwise.

Find the M.L.E. of 0. Find its asymptotic distribution as
n =), C
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liote: ~ Answer any thrce questions froa
Group A and all auestions from
Group B.

1.(1) Define the Lorenz ratio (LR) in terms of the Lorenz curve (Lu)
and show how LR i3 related to the Gini mean differcnce.

(b) Obtain the equation of the LC for a lognormal distribution.
: (10+10) = [2C]

2.(a) Define Engel elasticity of demand for a consumer -itcam.
Sriefly explain some uses of information on Engel elastici-
ties for various itcms 07 the houschold tudget.

(L) How can one verify Engel's law given budget data for a sample
of houscholds ? Describe briefly.

(12+8) = [20)

3.0  How would you exanmine vhether ccoromies of scale in household
consumption arc significant or not, for each of the items in
the hogsehold budget, given budget data for a sample of house-
holds

YYow do such economies of scale arise ? Are they equally
inportant for all items ? How would you simplify the Engel
relationship for an item if economies of scale are known to
be negligible for that item ?

(10+10) = [20]

L. Discuss triefly any two of the undernoted problems in the
context of cstin"t on of demand functions from time series ...
data:

(a) multicollincarity (b) aggregation {c) identification.
(10+10) = [20]

5. Write short notes on any t:o of the fqllowi.ng:
(a) ﬁe, the adjusted coefficient of multiple determination.

{b) ‘Ycasurcment of varirbles in tho Cobb-Douglas
production function.

(c) Examining reterns to Scale through Cobb-Douglas
preduction function.
(2:x 10) = [29)

Pet.0.



6.

Group - B

. The follewing data relate to rural ?Scas of Punjab and are

based on the 28th round of the 1:$3 (October '73 ~ June '74).
A fcw houscholds with per capita monthly expenditure below
Rs 28 have been left out.

monthly per capita average expenditure per person
expenditure (Rs. per month {is.) on
. curealy all ltems
x y x
28 - 34 10.34 31.22
34 - 43, . 1170 3448
43 - 55 12.88 ) 49.1C
55 - 75 14453 ’ 64 .o
75 - 100 C. 16.98 86.29
100 - 150 : 18,22 117.72
150 - 200 22413 156.02
200 - 19.86 253.65

and Rs.200.

Assuning that the Bnliel curve for cereals has the semilog form,
estimate the Zngel elasticity for cercals at x = Rs.28, Rs.55

{30}

Practical Record. [10}
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2.(a)

(v)

3.(a)

(v)

Hote: Answer any three questions each carrying
. 25 marks.

Assignment records to be sutmitted at the
examination hall at the stort of the exa-
minations will carry 25 marks.

The table below gives the data on last month's expenditures
on food for 8 houscholds of various compositions. Draw a
PPSWOR sample of four houscholds. Use the sample to
unbiasedly cstimate the total expenditurc on food last month
in these 8 houscholds. Also obtain 2n unbiased estimate of
the variance of your estimate.

Serial No. of Household Last month' s expenditure
houschold stze on food (in 100 Rupces)
P N 7 17.9
o2 2 8.6
3 4 43
4 5 21.6
5 6 . 1.0
6 . 1 3.1
7 2 . Seb
8 5 14.9

Obtain the Yates - Grundy form of the variance of Horvitz -
Thompson estimator for:a finite population total based on
a fixed sample-size design.

Find an unbiased estimator for the veriance of Horvits -
Thompson estimator for a finite population total based on
the Poisson scheme of sampling. Indicate how the variance
in this case may be unbiasedly estimated even from a sample
of effective size oOne. .

Degcribe the circular pps-systematic method of sampling a
finite population with inclusion-probabilities proportional
to given normed size - measures.

Using the data based on a PPSWR sample choscn in n draws
from a population of N units show how you may unbiasedly
estimate the gain in precision of PPSWR method over a
comparable SRSWOR method of sampling in n draws, the
purpose being to estimate the population mean in either
case.

pP.t.o.
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4.(a) Explain what you mean bv a self-weighting design and indicate

its use.

" If fsu's are selected by stratifi.d PPSWR method and selected

(b)

fsu's ere sux-sampled independently by SPSKOR method illus-
trate how you may choose a self-wcishting design.

A population of size M consists of L (32) well-defined strata.
A large SPSVWCOR of . size n' is choscn from it with n! 's, the
numbers of units in it falling in the various straPa. at least
quater then 2 for every stratua h (= 1, ..., 2). From this
first phase sample a stratificd simple random (WOR) second
phzse sample is chosen ity sample-sizes noE vy, n'h' 8

(with v, pre-assigned, 0 (wp & 1, ¥ h) from the units

observed to fall in the respective strata out of the chosen
first phase samples Show how you may usc the data to

unbiasedly estimate the population mcan if the strata-sizes
N's (h ="1, «es, L) be initially unknown. Obtain a nest

expression for the variance of your.cstimate.

The data below gives the composition of 10 households along
with ages of thc inmates.:

Serial no. of

household Ages of houschold inmates (f.b.d.)
=4 T 52, 45, 13, 10

2 35, 27. 3

3 68, 57, 34, 27, 24, 21, 17
4 41, 36, 63

5 33, 29, 1

6 . 77, 38, 35, 2

7 27, 25, O

8 43, 39, 6, O

9 65, 57,-37, 31,-4, 1

10 56, 24,321, 17, 11

Draw an SRSWOR of 4 households and from each'selected house-
hold independently take SRSWOR's of 2 inmates and record
their ages only. From such sample-data obtain an appropriate
estimate of the average age of all the members of these 10
hon::emt)lds. Also give an estimate of the variance of your
estimate. -
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ANWUAL EXAMINATIONS
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Note: ' The paper carries 114 marks. You can
answer any part of any question. Maximum
marks you can score is 100,

Suppose we have a pair of alleles A, a with A completely
dorninant to a and a random sample of N dominant individuals.
¥e have n progenies by selfing from each individual of tie
sample and find that D have no recesslve progeny and H hzve
one recessive progeny or more. The problem is to estimate
the proportion of homozygous dominants in the population.
Set up the maximum likelihood equation, and derive the esti-
mator and ita variance. :

r23]

Describe the Proband method and sid method for estimating
the segregating parameter © in a human population. Indiczte
a method for obtaining maximum likelihood estimator of G
under ascertainment through affected children.

(2]

Define the terms 'inbreeding coefficlent' and 'coefficient
of parentage'. If F, denotes the common inbreeding coefficient

in generation n, obtain an expression for F in the following
two cases:

(1) full sibbing in each generation,

(11) perfect random mating, with the population size constant
in each generation. .

Suppoce we have tuv dominant factors A, a and B, b and ottain
an i’z from a coupling double heterozysote cross. Assume the
recombinatiqn. fraction in male ga:ctogenesis is Py and in
female gametogenesis is p,. Obtain the maximum 1likelihood
estimator of P a (1-p,){1-p,) and 1ts voriance. Assuaing in
addition Py =P =P find an estimator of p and its variance.
P [ [20]

Sal

‘The data in the accompanying*tatle represent the sample

distributions of the A-B-O blood groups among controls, aud
among stomal and duodemal ulcer patients in a certain popu-
lation, in a given period.

pat.o.



rontd..... G.No.5

'+ Blecoad G;;:p
N 0 A D ° AB Tctal
Sampla
Control ~ 4578 4219 890 313 10,000
Stomal ulcer 181 % 18 5 300
Dunderal ulcer 298 29 39 13 i 564

1

(1) 1Is there any evidence that stomal ulcer is associated
with O blood group 7?7

(11) 1Is there any evidence that duodenal ulcer is associated
with O bloold group ?

(111) Is there any evidence that susceptibility to stomal ulcer
is lover in indivicuals of the A bloocd group than in
those of the B or AB blood group ?

[30]



	001
	002
	003
	004
	005
	006
	007
	008
	009
	010
	011
	012
	013
	014
	015
	016
	017
	018
	019
	020
	021
	022
	023
	024
	025
	026
	027
	028
	029
	030
	031
	032
	033
	034
	035
	036
	037
	038
	039
	040
	041
	042
	043
	044
	045
	046
	047
	048
	049
	050
	051
	052
	053

