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ABSTRACT

The progressive algorithms are algorithms that outputs intermediate solutions which
approximate the complete solution to the given problem. The user can decide whether
to continue the running of the algorithm based on the error of the partial solutions.
In this dissertation, we have studied few problems from the perspective of progressive
algorithm. We have proposed the following:

Huffman encoding: a progressive algorithm for finding optimal prefix encoding or
huffman coding. We have proved that error of the partial solution in step r is
bounded by n/2r−2. Overall running time of the algorithm, we have shown, is
O(n log n).

Convex hull in 2D: Next, we have moved towards geometric problems. We have
presented a randomized progressive algorithm for finding convex hull of the points
in R2. The algorithm runs in at most log n many rounds and expected running
time of each round is O(n).

Convex hull in 3D: We have also extended an existing progressive algorithm for
finding convex hull of the points in R2 for the point set in R3. We have proposed
a procedure to have an upper bound of O(log n) for the number of rounds of the
algorithm for this problem. This work uses one observation whose proof eludes
us but we have compelling experimental evidence for the observation.
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Chapter 1

Introduction

The most natural approach when we design algorithms for a particular problem is to
get necessary inputs at the very beginning and then to compute the complete solution
without allowing for any interaction in between. Traditional algorithms are designed
like that way and of course in many instances it is the desired approach. But consider
the scenario when we have large data sets then computing the complete solution will
take lot of time. That time will take anyway, but if on the way of computing the
complete solution, the application can output partial and meaningful solutions then
that will help user to decide whether it is necessary to continue the computation and
perhaps in which way the computation should proceed. Such algorithms are called
progressive algorithms [2]. We shall briefly discuss about progressive algorithm and
formally present the framework in the next subsection (1.1). In this dissertation, we
shall present and study progressive algorithms for the following problems: huffman
coding, computing convex hull in 2-dimension and 3-dimension. For huffman coding
our focus will be to get encoding of the symbols way before getting optimal encoding
and as our algorithm progresses we shall argue that our encoding is getting better and
better and ultimately when algorithm stops we should get the optimal encoding. For
the convex hull we shall present randomized progressive algorithm when the points
are in 2-dimension and a deterministic progressive algorithm when the points are in
3-dimension.

1.1 Progressive Algorithm

A progressive algorithm is an algorithm that works in rounds, reporting partial solu-
tions with smaller error guarantees in each round, until in the last round a complete
solution is reported. The error guarantees are specified by a convergence function
fconv : {1, . . . , k} → R≥0, where k is the number of rounds. More precisely, a k-round
progressive algorithm with convergence function fconv with respect to error function err
is an algorithm that outputs, after the r-th round (for 1 ≤ r ≤ k), a partial solution
Sr with err(Sr) ≤ fconv(r) [2]. It is preferable that each partial solution should be a
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CHAPTER 1. INTRODUCTION 2

“refinement” of the previous one. It is to be noted that the convergence function fconv
is just a bound on the err function but it does not implicitly guarantee that a solu-
tion in the next round is better than the solution in the current round. Nevertheless,
the basic idea behind progressive algorithm is that one should get better and better
solution as the algorithm progresses.

1.1.1 The framework

We shall use the same framework as presented in [2]. Let D be the data set that forms
the input to the problem. The set D defines a set S(D) of valid partial solutions, and
we are given an error function err : S(D)→ R≥0 that assigns every partial solution a
non-negative value. A complete solution is partial solution S with err(S) = 0.

A progressive algorithm reports partial solutions with smaller error guarantees in
each round, until a complete solution is reported. The guarantees are specified by
a convergence function fconv : {1, . . . , k} → R≥0, where k is the number of rounds
and 0 = fconv(k) ≤ fconv(k − 1) ≤ · · · ≤ fconv(1). A k-round progressive algorithm
with convergence function fconv (with respect to error function err) is now defined as
an algorithm that outputs after the r-th round, for r = 1, 2, . . . , k, a partial solution
Sr with err(Sr) ≤ fconv(r). The convergence function specifies how rapidly the error
decreases.

Another important metric in measuring the performance of any algorithm is the
running time. Authors in the article [2] have defined two ways to measure the running
time.

• Tmax(n), the maximum time per round. Let Tr(n) be the worst case running
time for round r. Then we have Tmax(n) := maxr Tr(n). When algorithm takes
little time every round, then user never has to wait too long for the next partial
solution.

• T ∗max(n), maximum amortized time per round. Let T≤r(n) be the worst case total
running time for rounds 1, . . . , r. Then we have T ∗max(n) := maxr T≤r(n)/r. This
measure gives the possibility to report initial partial solutions very quickly so
that later rounds can take little more time.

In our analysis, we shall mainly use the first way i.e. Tmax(n) to measure running
time of our algorithms. For randomized progressive algorithms we can use the following:

• Emax[T (n)], the maximum expected time per round. Let E[Tr(n)] be the expected
running time for round r. Then Emax[T (n)] := maxr E[Tr(n)].

1.2 Problem Definition

Now we shall briefly discuss about the problems that are presented in this dissertation.
For both the problems mentioned below the progressive algorithm presented in this
thesis will follow the above framework.
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1.2.1 Huffman Coding

Huffman coding is a lossless data compression algorithm. It is a particular type of
optimal prefix code developed by David A. Huffman in 1952 [5].

Let A = {a1, a2, . . . , an} be a set of n symbol alphabets. We are also given a set W =
{w1, w2, . . . , wn} of n positive symbol weights i.e., wi = weight(ai) for i ∈ {1, 2, . . . , n}.
Usually symbol weights are proportional to the number of occurrences or probabilities
of corresponding symbol alphabets. We need to output C = {c1, c2, . . . , cn} set of n
binary codewords, where ci is codeword for ai for i ∈ {1, 2, . . . , n}. Let ACL(C) =
n∑
i=1

wi × length(ci) be the average code length for code C, then the condition to be

satisfied is ACL(C) ≤ ACL(C ′) for any code C ′ of alphabet set A.
When the symbols are not presented in sorted order of their weights then the

algorithm runs in O(n log n) time and at the end of computation it provides optimal
binary codewords C. Our objective is to apply the progressive algorithm framework
for this problem. While computing the optimal binary codewords, our algorithm will
provide meaningful binary codewords C1, C2, . . . , Ck where Cr is the set of codewords
after r-th round for r = 1, 2, . . . , k. By meaningful binary codewords, we mean that the
set of codewords should satisfy the following conditions.

• None of the codewords Ci for i = 1, 2, . . . , k should be ambiguous. “The message
codes will be constructed in such a way that no additional indication is necessary
to specify where a message code begins and ends once the starting point of
a sequence of message is known” (Restriction mentioned in [5]). Say we have
A = {a1, a2, a3} as 3 symbol alphabets and C ′ = {11, 10, 111} be their codewords.
Then we see that codeword of a1 is a prefix of codeword of a3. This is ambiguous
as the encoder needs to encode additional information to distinguish those two
symbols. Traditional huffman coding does not generate such codewords. All the
intermediate codewords C1, C2, . . . , Ck should also follow the same rule.

• Codewords C1, C2, . . . Ck should be such that err(Ci) ≤ fconv(i) for i = 1, 2, . . . , k.
The error function err will be precisely defined for this problem in the following
chapter (2).

• At the end of the progressive algorithm, i.e., after the k-th round, the generated
set of codewords Ck should be optimal in terms of average code length.

While this is good to generate meaningful codewords that gets better and better as
the algorithm progresses, the user will not be happy if algorithm needs to compromise
too much with the overall running time. In other words overall running time of this
progressive algorithm should be O(n log n).
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1.2.2 Convex Hull

In geometry, a subset of an affine space over reals is a convex set if given any two
points in the set, it contains the whole line segment that joins them. Now given a
point set P , convex hull of P is the smallest convex set that contains it. Similar to
the previous problem, here also our objective again is to apply progressive algorithm
framework to compute CH(P ), the convex hull of P . Let k be the number of rounds for
the progressive algorithm then we define our partial solutions as C1, C2, . . . , Ck, where
Cr is the partial solution reported after the r-th round. Each of our partial solutions
will be a convex polygon satisfying Cr ⊆ CH(P ). Convex polygons Cr are actually a
convex hull of a subset of P carefully chosen by the algorithm. Based on the nature of
the point set P , we have sub-categorized this into following.

Convex Hull in R2

Let P = {p1, p2, . . . , pn} be a set of n points where each of the point pi ∈ R2 for
i = 1, 2, . . . , n. Alewijnse et al. [2] have developed a progressive algorithm for finding
covex hull of P combining the ideas from construction of coresets and the QuickHull
algorithm [3]. At each round r, their algorithm is selecting a subset Pr ⊂ P such that
all points in Pr are extreme. Their idea is to select the extreme points from P for a
predetermined set of directions. In our case, a set of directions will be selected via a
randomized algorithm. We shall discuss about error function, the algorithm and its
analysis in chapter (3).

Convex Hull in R3

Our objective for this problem will be to extend the progressive algorithm for the
point sets in R3. Let P = {p1, p2, . . . , pn} be a set of n points where each of the
point pi ∈ R3 for i = 1, 2, . . . , n. We have imposed few restrictions on the point set
P such as “no three of the points should belong to same straight line”, “no four of
the points should belong to same plane” (general position assumptions). At the r-th
round, our solution Cr will be convex hull of the point set Pr ⊂ P . Since each of
the points in Pr is extreme points in some direction, so the selected point set will be
part of final solution. As a result, partial solutions will satisfy the following relation.
C1 ⊆ C2 ⊆ · · · ⊆ Ck = CH(P ). We shall define error function and present our
algorithm and its analysis in chapter (4). During analysis we shall find convergence
function fconv(r) that upper bounds the error of the partial solution Cr. This result
is not fully provable because we could not formally prove an observation, but our
observation is backed up by experimental results.
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1.3 Related Work

The framework of the progressive algorithm was introduced by Alewijnse et al. in
2015 [2]. They studied problems in computational geometry like finding convex hull
in a plane, computing k popular regions for a set of trajectories. They also observed
a nice connection between approximation algorithm and progressive algorithm as later
produces approximate solutions in each step. Amir Mesrikhani and Mohammad Farshi
presented progressive algorithm for sorting in external memory model [8]. Progressive
algorithms are also studied for finding euclidean minimum spanning tree [9] and in
database also [6].

1.4 Organization of Thesis

We started with the definition of “Progressive Algorithm” followed by the framework.
These helped us to describe the problems more specifically for our objectives for those
problems in section (1.2).

In chapter (2) we study about our first problem i.e., Huffman Coding. We define an
error function, develop an algorithm and find convergence function for this problem.
In chapter (3), we turn our attention to convex hull. First we present the existing
progressive algorithm, then propose our modification followed by its analysis. The
ideas from this chapter help us to extend the algorithm (for the points in R3) and to
bound the errors of the partial solutions in chapter (4).





Chapter 2

Huffman Coding

The problem and our objective are already described in the previous chapter (check
section 1.2.1). Now we describe the error function we have considered for this problem
and then proceed to the progressive algorithm and its analysis.

2.1 Error Function

Let C ′ = {c′1, c′2, . . . , c′n} be any intermediate set of binary codewords generated by
the algorithm and C = {c1, c2, . . . , cn} be an optimal set of binary codewords then the
error function we consider is

errC′ = ACL(C ′)− ACL(C) (2.1)

where ACL(C) is the average code length for set of codewords C and is defined as
follows

ACL(C) =
∑
ci∈C
wi∈W

wi × length(ci) (2.2)

W is the set of weights associated with set of symbol alphabets for an instance of this
particular problem.

Optimal set of codewords C may not be unique but for any given problem instance,
average code length ACL(C) is unique by the condition of optimality. So we are
effectively subtracting constant value for each of the intermediate solutions. At the
end of the algorithm we must get a set of codewords C ′′ such that errC′′ = 0. Then by
equation 2.1 we get ACL(C ′′) = ACL(C), which is the desired output.

2.2 Cooking an Algorithm

When the symbols are not presented in sorted order of their weights, traditional algo-
rithm maintains a min heap. It extracts two minimum weighted nodes from the heap,

7
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creates a new node and insert that back to the heap. It continues till we have only
one node in the heap [5]. As we need codewords for all the alphabets, it is possible
only when there is single node left in the heap. So, we could not bring this to the
progressive algorithm framework.

Later in the year 1976, J. van Leeuwnen presented a linear time algorithm when
inputs are presented in sorted order of their weights [10]. This is useful in our case as
it can generate set of codewords for all the alphabets in O(n) time. Only thing it needs
is weights should be in sorted order. Authors in the article [2] presented a progressive
algorithm for sorting. So we combine these two ideas to present a progressive algorithm
with respect to the error function (2.1) for this problem.

Input: Alphabet set A, Weight set W , Two indices first, last.
Output: Rooted binary tree whose leaf contains alphabets A[first] to

A[last]. Root node also stores sum of their weights.
1 Function GroupAlphabets(A,W, first, last):
2 root← newNode() ; // generates tree with two empty leaf nodes

3 temp← root ;
4 for (it← first to last− 2) do
5 temp.left← A[it] ;
6 temp.right← newNode() ;
7 temp← temp.right ;

8 temp.left← A[last− 1] ;
9 temp.right← A[last] ;

10 root.weight←
last∑

i=first

wi ;

11 return root ;

Remark. (GroupAlphabets 1) Above procedure creates a binary tree for a set of alpha-
bets. It is obvious that each call to the procedure will take O(last− first) time.

This procedure will be useful to group unsorted alphabet symbols. Once we present
our main algorithm, the importance will be clearer. Before that, we present the pro-
cedure based on [10] to generate Huffman code for sorted input weights.
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Input: inputQueue, a queue containing nodes in non-decreasing order of their
weights.

Output: Rooted binary coding tree which we can use to generate set of binary
prefix code for alphabets.

1 Function EfficientHuffmanCoding(inputQueue):
2 Q1 ← inputQueue ;
3 Q2 ← emptyQueue() ;
4 while (Q1.size() ≥ 2 or Q2.size() ≥ 2) do

/* popMin() method compares front of the two queues removes and

returns the node which is minimum */

5 first← popMin(Q1, Q2) ; // 1st minimum node

6 second← popMin(Q1, Q2) ; // 2nd minimum node

7 temp← newNode() ;
8 temp.left← first ;
9 temp.right← second ;

10 temp.weight← first.weight+ second.weight ;
11 Q2.pushBack(temp) ; // Inserts the node to the back of the queue

12 return Q2.front() ;

Remark. (EfficientHuffmanCoding 2) At each iteration of the while loop, we are re-
moving two nodes and inserting one node again, effectively the total number of nodes
are reduced by one. Therefore, this procedure runs in linear time with respect to the
inputQueue size.

There is a natural bijection between binary prefix codes and rooted binary coding
trees, in which any node is either leaf or it has two children. So we have omitted the
procedure to generate binary prefix code from a coding tree. If we get a coding tree we
can simply replace left link with 0 and right link with 1 to get binary prefix code for
the alphabets. One can use any other approaches but as long as there is a bijection,
things will go through. Since all the ingredients are ready, now we cook our final recipe
(ProgressiveHuffmanCoding 3).
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Algorithm 1: ProgressiveHuffmanCoding

Input: Alphabet set A and Weight set W .
Output: After each round algorithm outputs a rooted binary coding tree

which specifies set of binary prefix codes for alphabets
1 Function ProgressiveHuffmanCoding(A, W):
2 n← A.size() ;
3 Q← emptyQueue() ;
4 k ← dlog2(n)e ; // Number of rounds

5 pivotPos← 2k ; // lowest power of 2 not less than n

6 for (r ← 1 to k) do
7 start← 1 ;
8 end← min(n, start+ 2× pivotPos− 1) ;
9 while (start+ pivotPos− 1 <= n) do

/* partition() method will work on the segments A[start . . . end] and

W [start . . . end], in this segment pivotPos-th largest weight will

be placed in proper position s.t. following conditions hold

W [i] ≥W [start+ pivotPos− 1] for i = {start, . . . , start+ pivotPos− 1},
W [j] ≤W [start+ pivotPos− 1] for j = {start+ pivotPos, . . . , end} */

10 partition(A,W, start, end, pivotPos) ;
11 start← end+ 1 ;
12 end← min(n, start+ 2× pivotPos− 1) ;

13 if (pivotPos > 2) then
14 start← 1 ;
15 end← min(n, start+ pivotPos− 1) ;
16 while (start ≤ n) do
17 tree← GroupAlphabets(A,W, start, end) ;
18 Q.pushFront(tree) ; // Insert node to the front of the queue

19 start← end+ 1 ;
20 end← min(n, start+ pivotPos− 1) ;

/* when pivotPos = 2, the alphabets become sorted in non increasing

order of their weights */

21 else
22 for (i← 1 to n) do

/* create a new leaf node with symbol and weight */

23 node← leafNode(ai, wi) ;
24 Q.pushFront(node) ;

25 Ci ← EfficientHuffmanCoding(Q) ;
26 print Ci ; // tree to generate codewords for r-th round

27 pivotPos← pivotPos/2 ;
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Remark. (ProgressiveHuffmanCoding 3) Step 4 ensures that the for loop at step 6
runs O(log n) many times. Since selection can be performed in linear time [4], so our
partition method (which will implicitly call selection method) at step 10 can be done in
linear time too. Other procedures inside for loop (step 6) are also linear. Therefore,
for each round r, we are spending constant time per alphabet, i.e. each round takes
O(n) time. Hence, worst case overall time complexity for this progressive algorithm is
O(n log n).

2.3 Understanding the Algorithm

Now we shall try to understand how the algorithm just described (ProgressiveHuff-
manCoding 3) generates a series of coding trees after each round. We describe a small
problem instance and run our algorithm on that instance for better understanding. Let
A = {a1, a2, . . . , a12} and W = {0.02, 0.004, 0.11, 0.05, 0.019, 0.018, 0.042, 0.015, 0.007,
0.025, 0.48, 0.21}. Let us see how it works.

Figure 2.1: ProgressiveHuffmanCoding when round r = 1. Average Code
Length ACL(C1) = 9.078
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Figure 2.2: ProgressiveHuffmanCoding when round r = 2. Average Code
Length ACL(C2) = 6.091
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Figure 2.3: ProgressiveHuffmanCoding when round r = 3. Average Code
Length ACL(C3) = 3.526
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Figure 2.4: ProgressiveHuffmanCoding when round r = 4. Average Code
Length ACL(C4) = 2.409
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2.4 Convergence Function

Lemma 2.4.1. Let Cr be the partial solution after round r generated by the algorithm
3. Then errCr ≤ n/2r−2.

Proof. As we want a bound of the partial solutions with respect to the error function
defined in the section 2.1, we observe the following points.

• When we are at the r-th round, partitioning of the set will ensure that the rank
of the alphabet with largest weight will be at most 2n/2r−1.

• At r-th round root to leaf maximum length of the trees generated by the pro-
cedure GroupAlphabets is bounded by pivotPos which is again bounded by
2n/2r−1.

• Initial queue length (size of Q) at round r is at most 2r. We feed Q to the
procedure EfficientHuffmanCoding.

• Let lri be the root to leaf length for alphabet ai at the coding tree Cr. It has two
parts namely lrig , root to leaf node for alphabet ai after GroupAlphabets at r-th
round and lrie , extra length added for ai when we call EfficientHuffmanCoding
for r-th round. lri = lrig + lrie .

So we have,

errCr = ACL(Cr)− ACL(C) [C be an optimal coding tree]

= (
n∑
i=1

wi × lri )− ACL(C)

= (
n∑
i=1

wi × (lrig + lrie))− ACL(C)

=
n∑
i=1

wi × lrig + (
n∑
i=1

wi × lrie − ACL(C))

≤
n∑
i=1

wi × lrig

[As,
n∑
i=1

wi × lrie ≤ ACL(C),

intuitive since we have min(2r, n)

many nodes in sorted order]

≤
n∑
i=1

wi × (2n/2r−1) [As, lrig ≤ 2n/2r−1]

= n/2r−2 [As,
n∑
i=1

wi = 1]
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Lemma 2.4.2. The algorithm will output an optimal coding tree at final round i.e.
errCk

= 0.

Proof. This is due to the fact that alphabets will be sorted according to their weights
at final round (Alewijnse et al. [2]) and once they are sorted Leeuwen’s algoritm [10]
ensures that we get an optimal coding tree.

Theorem 2.4.1. Given a set of n alphabets and their corresponding weights, there is
a progressive algorithm for finding an optimal coding tree with convergence function
fconv(r) = n/2r−2 for r = 1, 2, . . . , k − 1 and fconv(k) = 0 with respect to the error
function defined in section 2.1.

Proof. The theorem directly follows from Lemma 2.4.1 and Lemma 2.4.2.

Theorem 2.4.2. Overall running time of the algorithm (ProgressiveHuffmanCoding
3) given a set of n alphabets and their corresponding weights is O(n log n).

Proof. Step 4 of the algorithm (ProgressiveHuffmanCoding 3) ensures that there are
O(log n) many rounds and as discussed earlier each round takes O(n) time to compute
and output a partial solution. Hence the claim holds.



Chapter 3

Convex Hull in R2

We have described the problem in section 1.2.2. In this chapter first we define an
error function then present the existing progressive algorithm, our modification and
its analysis. In order to extend the algorithm to higher dimensions, we have slightly
modified the notations as used in the article [2].

3.1 Error Function

Given P = {p1, p2, . . . , pn}, a set of n points in R2, and a partial solution (also a convex
polygon) C ⊆ CH(P ), the error function which Alewijnse et al. [2] have considered is

errC = max
~v

{
1− width~v(C)

width~v(CH(P ))

}
(3.1)

~v is any vector of the form xî + yĵ. Let the angle between ~v and the positive x-axis
be θ. Then width~v(C) is the distance between two tangent lines of C making an angle
θ + π/2 with the positive x-axis.

In the Figure 3.1, P = {p1, p2, . . . , p10}. Polygon C whose edges are colored red is a
partial solution. ~v is any arbitrary vector. l1, l2 are the tangent lines of C and l1, l3 are
tangent lines of CH(P ) perpendicular to ~v. Then width~v(C) is the distance between
l1, l2 and width~v(CH(P ) is the distance between l1, l3.

Since partial solution C is a convex hull of a subset of the original points, so it
will never be the case that width~v(C) > width~v(CH(P )). Also note that according to
the framework of progressive algorithm at final round, errC should be 0 which is only
possible when convex polygon C = CH(P ) otherwise if, C ⊂ CH(P ) then there will
always exist a vector ~v such that width~v(C) < width~v(CH(P )).

17
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Figure 3.1: width~v(C) and width~v(CH(P ))

3.2 Designing Algorithm

First we discuss the existing algorithm developed by Alewijnse et al. [2] then present
our randomized version of the algorithm.

3.2.1 Existing Algorithm

First we need a preprocessing step which will ensure that width of CH(P ) is roughly
same in all directions. More precisely, CH(P ) will be α-flat for some constant 0 <
α < 1 in the following sense: there are concentric circles Cin and Cout such that
Cin ⊂ CH(P ) ⊂ Cout and radius(Cin) = α · radius(Cout). We can do so due to the
following lemma [1].

Lemma 3.2.1. For any set P of n points in R2 such that area of CH(P ) is nonzero,
there is an affine transformation τ such that

(i) τ(P ) is α-flat and

(ii) For any Q ⊆ P we have

width~v(CH(Q))

width~v(CH(P ))
=
width~v(CH(τ(Q)))

width~v(CH(τ(P )))

Such a transformation, together with the circles Cin and Cout can be computed in O(n)
time.
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We assume that Cin and Cout are centered at origin. Let V (r) be the set of unit vec-
tors we are working with in the r-th round and P (r) ⊆ P be the set of extreme points,
the algorithm selected during the computation of the r-th round. Cr = CH(P (r)) is
the partial solution after r-th round of the progressive algorithm.

Constructing Initial Hull [2]

1. V (1) = {̂i, ĵ,−î,−ĵ}. Notice that they are equally spaced on circumference of a
unit radius circle.

2. Let p(~v) ∈ P denote the point that is extreme in the direction of ~v, ρ(~v) denote
the ray from origin with the direction same as ~v and e(~v) denote the edge of
CH(P ) that is intersected by ρ(~v). One can find e(~v) using linear programming
in O(n) time [7] where the points in P induce constraints. Then initial extreme
points are

P (1) := {p(~v) : ~v ∈ V (1)} ∪ {p : p is an endpoint of e(~v) for some ~v ∈ V (1)}

3. C1 = CH(P (1)) is the initial convex hull or the partial solution reported after
round 1.

4. For each edge e of C1, mark the points which belong to the cone joining origin
with two endpoints of e but not within C1. This step can be done in O(n) time.

Remark. Since there are 4 unit vectors in V (1), so there can be at most 4 extreme
points in those directions and we can have at most total 8 endpoints of some edge e(~v).
Thus P (1) contains not more than 12 points of P and C1 = CH(P (1)) can be found
in O(1) time. Obviously, total time to construct initial hull is O(n).

Constructing Cr from Cr−1 [2]

In a generic round r, we are given the polygon Cr−1. For each edge of Cr−1, a set P (e)
is defined as follows. Consider the rays from the origin through the vertices of Cr−1.
These rays partition R2 into cones. cone(e) corresponds to the edge e of Cr−1. Now
P (e) contains the points from P that lie in cone(e) but outside Cr−1. Basically, points
in P (e) can still appear as vertices of CH(P ), other points that are vertices of Cr−1
will be vertices of CH(P ) as well, and the points which are inside Cr−1 are eliminated
from the contest. Now proceed as follows.

1. Determine V (r), set of 2r+1 many unit vectors such that they are equally spaced
on the circumference of a unit radius circle and î must belong to the set.

2. For each new vector ~v ∈ V (r) \ V (r − 1) find the edge e of Cr−1 such that
p(~v) ∈ P (e). This entire step can be done in O(n) time for all the new vectors
by walking around Cr−1. There can be at most one vector ~v per edge e of Cr−1
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because in between any two new direction vector there is a direction vector in
V (r).

3. For each new direction ~v ∈ V (r) \ V (r − 1) find the edge e of Cr−1 which is
intersected by the ray ρ(~v). Here also we can have only one such edge.

4. For each edge e of Cr−1, if P (e) 6= φ find a ray ~ρe from origin such that it contains
at most |P (e)|/2 many points from P (e) on either side.

5. Now for each edge e with P (e) 6= φ do the following.

• If in Step 2 we found a vector ~v with p(~v) ∈ P (e), then compute the extreme
point p(~v) of P (e) in the direction of vector ~v.

• If in Step 3 we found a vector ~v which intersects e then compute the edge e(~v)
of CH(P ) that is intersected by the ray ρ(~v) using linear programming where
the points in P (e) together with the endpoints e induce the constraints.

• Also find the edge of CH(P ) that is intersected by ~ρe as found in Step 4
again using linear programming.

6. Step 5 gives upto five new vertices per edge e of Cr−1. These are inserted in
between e to obtain the convex chain replacing e in new intermediate solution
Cr. Now for each new edge e′, we also need to compute P (e′). For this, we
can check each point p of old set P (e), if p lies inside Cr, then just remove it,
otherwise find e′ from the new edges in this chain such that p ∈ P (e′) and insert
it to P (e′). This will take O(|P (e)|) time per old chain of Cr−1.

Remark. All of the steps individually can be done in O(n) time. Thus each round
of this progressive algorithm can be done and partial solution can be reported in O(n)
time.

3.2.2 Randomized Progressive Algorithm

The above algorithm chooses the set of vectors (which are computed in each round)
in deterministic way. We wanted to see if randomization helps and compute the set of
vectors.

Computing set V (r) at round r

Suppose we are given set of unit vectors V (r − 1) and we want to compute a set of
unit vectors for the r-th round. We do as follows.

1. For each ~v of V (r − 1) find the point of intersection between unit radius circle
centered at origin and a ray from origin in the direction of ~v. Let U(r − 1) =
{u1, u2, . . . } be the set of all such points in the same order as the corresponding
vectors.
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2. Initialize U(r) = φ. For each of the two consecutive points ui, ui+1 generate two
points in between using the following rule.

• Let the short arc length joining ui and ui+1 be θ.

• Generate two point uniformly randomly on the arc. These two points divide
the arc into three smaller arcs. If length of any of these new three arcs is
greater than θ/2 then repeat this step, otherwise insert those two points
along with ui and ui+1 to the set U(r) in order of their position in the arc.

3. Remove duplicates from U(r) by a linear scan. Construct V (r) according to the
position vectors of the points of U(r).

Constructing Initial Hull

For constructing initial hull we follow the same procedure as the previous algorithm
(at section 3.2.1). Notice that during the procedure we set V (1) = {̂i, ĵ,−î,−ĵ} which
is necessary to generate set of vectors for upcoming rounds. Thus algorithm reports
C1.

Constructing Cr from Cr−1

We generate the set of vectors V (r) using the method discussed above. Other steps
will be quite similar to the earlier one (at section 3.2.1). Earlier we were having only
one new vector in between old vectors, here we have two new vectors in between the
vectors of the previous round. We do as follows.

1. For each vector ~v ∈ V (r)\V (r−1) find the edge e of Cr−1 such that p(~v) ∈ P (e).

2. For each direction ~v ∈ V (r)\V (r−1) find the edge e of Cr−1 which is intersected
by the ray ρ(~v).

3. For each edge e of Cr−1, if P (e) 6= φ find a ray ~ρe from origin such that it contains
at most |P (e)|/2 many points from P (e) on either side.

4. Now for each edge e with P (e) 6= φ do the following.

• If in Step 1 we found some vector ~v with p(~v) ∈ P (e), then compute the
extreme point p(~v) of P (e) in the direction of each such vector ~v.

• If in Step 2 we found some vector ~v which intersects e then compute the
edge e(~v) of CH(P ) that is intersected by the ray ρ(~v) using linear pro-
gramming where the points in P (e) together with the endpoints e induce
the constraints.

• Find the edge of CH(P ) that is intersected by ~ρe as found in Step 3 again
using linear programming.
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5. Above step gives upto eight new vertices per edge e of Cr−1. These are inserted
in between e to obtain the convex chain replacing e in new intermediate solution
Cr. Now for each p ∈ P (e), check whether it lies inside Cr. Otherwise find e′

from these new edges such that p ∈ P (e′) and insert it to that set. This will take
O(|P (e)|) time per old chain of Cr−1.

3.3 Analysis of Algorithm

3.3.1 Convergence Function

Notice that, while constructing initial hull our set of vectors was V (1) = {̂i, ĵ,−î,−ĵ}.
Angle between two consecutive vector is π/2. While constructing V (r) from V (r−1) our
randomized algorithm ensures angle between two consecutive vector is upper bounded
by half of the same of previous round. Combining these two facts, we can say that at
round r, angle between two consecutive vector is upper bounded by π/2r. Now we can
use the lemma by Alewijnse et al. [2] to get the following lemma.

Lemma 3.3.1. For round r, partial solution Cr reported by the randomized progressive
algorithm satisfy the following property

errCr = O(1/22r) (3.2)

where errC is as defined as in equation 3.1

Therefore, the convergence function for the randomized progressive algorithm is
fconv(r) = O(1/22r) with respect to the error function.

3.3.2 Expected Running Time

For determining the expected running time of the randomized progressive algorithm,
we need the expected running time per round and a upper bound on number of rounds.

Lemma 3.3.2. Maximum expected running time per round Emax[T (n)] of the progres-
sive randomized algorithm discussed above is O(n).

Proof. For r = 1, we are constructing the initial hull following the same procedure as
the existing algorithm 3.2.1. So worst case running time for r = 1 is O(n).

For r > 1 we can divide each round in two parts.

• Computing Vr from Vr−1

• Constructing Cr from Cr−1
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The time spent for constructing Cr from Cr−1 at Step 1-5 is O(n +
∑

e |P (e)|),
where the sum is taken over all the edges e of Cr−1. Since

∑
e |P (e)| < n, the time for

constructing Cr from Cr−1 given set of vectors V (r) is O(n) in worst case.
Now it remains to find the expected time for computing Vr from Vr−1. Suppose

we have arc of length θ. We take two random points x, y on the arc, both uniform on
[0, θ]. Let A = min(x, y), B = max(x, y) and C = max(A,B − A, θ −B).

If C > θ/2, randomized algorithm will discard that x, y and will generate the points
again. So C ≤ θ/2 is favourable case for our algorithm. Now,

Figure 3.2: Representing probability as area in the square of side θ

Pr(C ≤ θ/2) = Pr(max(A,B − A, θ −B) ≤ θ/2)

= Pr(A ≤ θ/2, B − A ≤ θ/2, θ −B ≤ θ/2)

= 2.P r(x ≤ θ/2, y − x ≤ θ/2, θ − y ≤ θ/2, x < y)
[From symmetry of x, y]

= 2.P r(x ≤ θ/2, y ≤ x+ θ/2, y ≥ θ/2, x < y)

To calculate Pr(x ≤ θ/2, y ≤ x + θ/2, y ≥ θ/2, x < y) we take a square of side θ.
Any point (x, y) inside the square represents uniformly randomly selected two points
on the arc of length θ. It is trivial that x, y ∈ [0, θ]. Ratio of an area of a region to the
area of the square denotes the probability of that region.

We plot x ≤ θ/2, y ≤ x + θ/2, y ≥ θ/2, x < y and get their intersection as the
triangle shaded in the Figure 3.2. Area of the triangle is 1

2
× θ

2
× θ

2
= θ2

8
. Thus,
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Pr(C ≤ θ/2) = 2× Pr(x ≤ θ/2, y ≤ x+ θ/2, y ≥ θ/2, x < y)

= 2× (
θ2

8
: θ2)

= 2× 1

8
= 0.25

Favourable or success probability for selecting two uniformly random points on the
arc to satisfy the criteria is 0.25. Therefore, the expected number of trials for the
points to satisfy the criteria is 1/0.25 = 4. Since number of vectors in the set Vr−1 in
worst case is bounded by O(n), so expected time for computing Vr from Vr−1 is O(n).

Thus maximum of the expected running time per round Emax[T (n)] of the progres-
sive randomized algorithm is O(n).

Similar to a theorem by Alewijnse et al. [2] we can get the following theorem.

Theorem 3.3.1. There is a randomized progressive algorithm to compute the convex
hull of a set of n points in R2 that runs in at most k := blog nc rounds, maximum
expected running time of each round being O(n), with convergence function fconv(r) =
O(1/22r) with respect to the error function defined in equation 3.1.

Proof. The bound on convergence rate follows from Lemma 3.3.1. Maximum of the
expected running time we get from Lemma 3.3.2. Step 3 of the progressive algorithm
makes sure that |P (e)| < n/2r for any edge e of Cr. So total number of rounds is at
most log n.



Chapter 4

Convex Hull in R3

We have described the problem in section 1.2.2. In this chapter we shall extend the
progressive algorithm for convex hull in R2 by Alewijnse et al. [2] to points in R3.
We interpret the notations in terms of this problem. During analysis, we shall see
the bottleneck of our algorithm in terms of the running time. Here we have used an
observation to upper bound the error of a partial solution. There is no formal proof
for the result. Though our observation is backed up by experimental results.

4.1 Error Function

Given P = {p1, p2, . . . , pn}, a set of n points in R3 and a partial solution C ⊆ CH(P ),
the error function we have used is

errC = max
~v

{
1− width~v(C)

width~v(CH(P ))

}
(4.1)

~v is any vector of the form xî + yĵ + zk̂ and width~v(C) is the distance between two
tangent planes of the convex polygon C whose normal vector is ~v.

4.2 Designing Algorithm

Like what we did when the points were in R2, here also we preprocess the points so
that CH(P ) becomes α-flat. We use following lemma by Agarwal et al. [1].

Lemma 4.2.1. [1] For any set P of n points in R3 such that volume of CH(P ) is
non zero, there is an affine transformation τ such that,

(i) τ(P ) is α-flat, i.e., for some constant 0 < α < 1 there are concentric spheres
Cin, Cout centered at origin such that Cin ⊂ CH(τ(P )) ⊂ Cout and radius(Cin) =
α · radius(Cout).

25
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(ii) For any Q ⊆ P we have

width~v(CH(Q))

width~v(CH(P ))
=
width~v(CH(τ(Q)))

width~v(CH(τ(P )))

Such a transformation, together with the circles Cin and Cout can be computed in O(n)
time.

This preprocessing step will make sure that width of the convex hull is roughly
same in all direction. Now we define few notations that will be useful to present the
progressive algorithm.

• Let P = {p1, p2, . . . , pn} be given set of points after applying transformation τ
where pi ∈ R3 for i = 1, 2, . . . , n. We assume that points are in general position
i.e., no three points lie on same line, no four points lie on the same plane.

• p(~v) ∈ P denotes extreme point with respect to the direction of ~v. It is extreme
in the sense that if we take the plane with normal vector ~v and passing through
the point p(~v) then all the points of P will belong to same side of the plane.

• s(~v) denotes the surface of CH(P ) that is hit by the ray that was shot from the
origin with direction of ~v.

• P (r) ⊆ P denotes the set of extreme points after r-th round of the algorithm.

• Let V (r) denote the set of vectors the algorithm uses during r-th round of com-
putation and V ′(r) be the set of tuples during r-th round. Each tuple is of the
form t = (~v1, ~v2, ~v3). The set V ′(r) helps to compute V (r + 1).

• Let Cr be the convex polygon reported as partial solution of r-th round. Due to
restriction of point set P , each surface is triangular. For each surface if we draw
a plane taking a side of the surface and passing through origin then entire R3

will be divided into hollow cones. We denote the cone corresponding to surface s
by cone(s) and P (s) is the set of points from P which are in cone(s) but outside
the convex polygon Cr.

Constructing Initial Hull C1

1. Take V (1) = {̂i,−î, ĵ,−ĵ, k̂,−k̂} and V ′(1) = {(̂i, ĵ, k̂), (−î, ĵ, k̂), (−î,−ĵ, k̂),
(̂i,−ĵ, k̂), (̂i, ĵ,−k̂), (−î, ĵ,−k̂), (−î,−ĵ,−k̂), (̂i,−ĵ,−k̂)}. Notice that the angle
between any two of the vectors in a tuple is π/2.

2. Find p(~v) ∈ P for each ~v ∈ V (1).

3. Find s(~v) for each ~v ∈ V (1). We can find s(~v) using linear programming for three
dimension [7] in O(n) time.
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4. P (1) := {p(~v) : ~v ∈ V (1)} ∪ {p : p is a vertex of s(~v) for some ~v ∈ V (1)}.

5. There can be at most twenty four points in P (1). Report C1 = CH(P (1)) as
the initial hull or the partial solution after round 1. For each surface s of C1

determine the set P (s) (points in cone(s) but outside C1) as it will be helpful
from next round.

Computing set V (r) at round r

Now we present our idea to determine the set of vectors for r-th round. We already
have set of tuples V ′(r − 1) from previous round. Our objective is to bound the angle
between two vectors in a tuple by half of the previous round. Initialize V (r) = V (r−1)
and V ′(r) = φ. For each t = (~v1, ~v2, ~v3) ∈ V ′(r − 1) we do as follows.

1. Shoot three rays from the origin with direction vectors ~v1, ~v2, ~v3, respectively and
find their intersection with unit radius sphere centered at the origin. Let the
points be A1, A2, A3, respectively. We can find the points simply by dividing the
vectors by their corresponding norms.

2. Construct the triangle 4A1A2A3 and find the point within triangle whose dis-
tance from its closest vertex is maximum.

3. Without loss of generality, let A1A2 ≥ A2A3 ≥ A3A1. Also let position vector of
the mid-point of the sides be ~va3 , ~va1 , ~va2 , respectively. We now have three cases.

(a) If 4A1A2A3 is acute-angled triangle, then their circumcenter is the required
point which we can find easily as the coordinates of A1, A2, A3 are known.
Let the position vector of the point be ~vc.

• Set V ′(r) = V ′(r) ∪ {(~vc, ~v1, ~va3), (~vc, ~v2, ~va3), (~vc, ~v2, ~va1), (~vc, ~v3, ~va1),
(~vc, ~v3, ~va2), (~vc, ~v1, ~va2)}.
• Set V (r) = V (r) ∪ {~vc, ~va1 , ~va2 , ~va3}.

(b) If 4A1A2A3 is right-angled triangle, then circumcenter is the required point
and it is the midpoint of the largest side, i.e., position vector is ~va3 .

• Set V ′(r) = V ′(r) ∪ {(~va3 , ~va2 , ~v1), (~va3 , ~va2 , ~v3), (~va3 , ~va1 , ~v3),
(~va3 , ~va1 , ~v2)}.
• Set V (r) = V (r) ∪ {~va1 , ~va2 , ~va3}.

(c) Finally, if 4A1A2A3 is obtuse-angled triangle then the required point will
lie on largest side A1A2. Intersection of the side A1A2 with perpendicular
bisector of the second largest side A2A3 is the point whose closest distance
from any of the vertices is maximum. Let the position vector of the point
be ~vc.

• Set V ′(r) = V ′(r)∪{(~vc, ~va1 , ~v2), (~vc, ~va1 , ~va3), (~va1 , ~va2 , ~va3), (~va3 , ~va2 , ~v1),
(~va1 , ~va2 , ~v3)}.
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• Set V (r) = V (r) ∪ {~vc, ~va1 , ~va2 , ~va3}.

Remark. For each tuple we can do the above steps in O(1) time. The number of tuples
for round 1 is |V ′(1)| = 8. Each tuple can generate at most six tuples in the worst case
following above procedure. Thus we have |V ′(r)| ≤ 8× 6r−1.

By design, the above procedure tries to halve the angle between any two vectors
for a tuple in next round. Let θrmax be the maximum angle between two vectors within
a tuple for r-th round. Experimentally we have seen θrmax < 2π/2r for r = 1, 2, . . . , 30.
Moreover, for each r = 2, 3, . . . , 29, it is observed that θrmax ≥ 2 · θr+1

max. Though a
formal proof would have been better, for our analysis, we shall assume θrmax < 2π/2r

as observed from the experiment.

Constructing Cr from Cr−1

1. Determine the set V (r) using the above procedure.

2. For each direction ~v ∈ V (r) \ V (r − 1), find the surface s of Cr−1 such that
p(~v) ∈ P (s).

3. For each direction ~v ∈ V (r)\V (r−1) find the surface s of Cr−1 which is intersected
by the ray ρ(~v).

4. Now for each s with P (s) 6= φ do the following.

• If in Step 2 we found ~v with p(~v) ∈ P (s), then compute the extreme point
of P (s) with respect to the direction of ~v.

• If in Step 3 we found ~v intersecting this surface s, then compute s(~v) as
defined before.

• Thus we get at most four new points for the surface s. Insert these vertices
to replace s with a new set of surfaces. For each point in P (s) determine
the new set P (s′) where s′ is a new surface.

• For each new surface check if there exists any s′ such that |P (s′)| > |P (s)|/2.
There can be at most one such surface. If s′ exists, then replace it using
median trick as discussed below.

5. Once algorithm computes the above steps, report current convex polygon Cr as
the partial solution for r-th round.

Median Trick

In order to bound the number of rounds of the progressive algorithm, we want to make
sure that for each surface s, the points outside hull, i.e., P (s) reduces by at least half
of its size in next round. If for some s′, it violates, i.e., |P (s′)| > |P (s)|/2, then we do
as follows.
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1. Find a plane passing through origin and intersecting surface s′ such that both
side of the plane contains at most |P (s′)|/2 many points from P (s′).

2. Take the line segment of intersection of the plane and surface s′.

3. Find the position vector of the mid point of the line segment. Let it be ~v.

4. Compute s(~v), surface of CH(P ) intersected by the ray ρ(~v). Thus we get three
new extreme points along with three extreme points of s′.

5. Replace the old surface s′ with new surfaces of convex hull of the six extreme
points.

6. For each new surface s′′ determine P (s′′). If there exist any s′′ such that |P (s′′)| >
|P (s)|/2 then follow median trick again for s′′.

4.3 Analysis of Algorithm

4.3.1 Convergence Function

For finding convergence function of the progressive algorithm with respect to the error
function we follow the technique used by Alewijnse et al. [2]. Let ~v be any arbitrary

direction, then we need to bound 1 − width~v(Cr)
width~v(CH(P ))

for partial solution after round r.

Let planeO be the equation of a plane passing through origin and normal to ~v. If we
rotate the plane anti-clockwise, let ~v∗ be the vector from V (r) it intersects first after
crossing ~v.

According to our selection of vectors we know that the angle between ~v and ~v∗ is
bounded by 2π/2r. Again let, p(~v) ∈ cone(s) of Cr. If we take any extreme point from
cone(s) which is also a vertex of Cr then the angle between their position vector will
again be bounded by 2π/2r. Therefore, following the method analogous to points in
R2 we obtain

errCr = O(1/22r) (4.2)

Thus error at the r-th round of the algorithm can be bounded by the convergence
function fconv(r) = O(1/22r).

4.3.2 Running Time

• While constructing Cr from Cr−1 the “median trick” ensures that |P (s)| < n/2r

for any surface s of Cr. This implies that the number of rounds of the progressive
algorithm will be at most k := blog nc.

• Preprocessing step can be done in O(n) time and initial hull can also be computed
in O(n) time.
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• As discussed earlier, computing the set V (r) at round r takes O(6r) time. Since
r < log n, worst case time to compute V (r) will be O(n).

• Now coming to the construction time of Cr from Cr−1. Up to Step 3, we can do
in O(n) time. To bound the number of rounds, we are doing “median trick” at
the next step. Since the procedure is recursive and it can continue till number
of points for a surface reduces to half of the previous round, it can take in worst
case O(n log n) time. This is the bottleneck of our algorithm, which increases
total running time of the progressive algorithm.

We can summarize our result with the following theorem.

Theorem 4.3.1. There is a progressive algorithm to compute the convex hull of a
set of n points in R3 following general position assumption that runs in at most
k := blog nc rounds, each taking at most O(n log n) time with convergence function
fconv(r) = O(1/22r) with respect to the error function defined in this chapter.



Chapter 5

Conclusion and Future Works

For the huffman coding problem our progressive algorithm ensures errCr ≤ n/2r−2 but
there is no guarantee that solutions are getting better and better. Precisely we can
not say without proof that errC1 ≥ errC2 ≥ . . . ≥ errCk

. It would be interesting to
develop a progressive algorithm which actually ensures this monotonicity. In case of
convex hull, we can clearly see this property holds as convex hull generated in current
round will be subset of the convex hull to be generated in the next round.

For the convex hull in R3 we have imposed general position assumption for the
point set. So there is a scope of improvement when we relax this restriction. Also we
see overall running time of the algorithm is O(n(log n)2). But there are already better
algorithms for finding convex hull for points in R3. So we can think upon coming up
with a progressive algorithm with overall running complexity that matches with the
time complexity of best known algorithm.

There is a nice relationship between Voronoi diagrans and Delaunay triangulations
of points in R2 and the convex hulls of a particular set of points in R3. So once we can
develop an efficient progressive algorithm for convex hull for any set of points in R3,
that would in turn help to design and analysis of progressive algorithms for Voronoi
diagrams and Delaunay triangulations in 2-dimension.
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