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Abstract

Drilling has become an expensive and necessary operation to explore petroleum and natural
gases.The goal is to increase drilling speed with minimum cost and at the same time maintaining
safety.Predicting rate of penetration (ROP) in real time is very important to optimise drilling cost
, since the greater the ROP is, the lesser the drilling cost would be.In this work,the typical extreme
learning machine (ELM) and an efficient learning model (Artificial Neural Network) have been used
in ROP prediction.Since the relationship between ROP and the set of parameters affect ROP is
highly non linear, these learning models have been used to capture the non linearity.

The models have been built using WITSML Realtime drilling data which is open source data
and hence erroneous.Results indicate that both ELM and ANN are competent for ROP prediction,
though ELM has higher learning speed compared to ANN.Though the quality of the data set is not
upto the mark, still we managed to achieve around 70% and 62% MAPE (Mean absolute percentage
error) score for ELM and ANN model respectively.This work will help drilling engineers to predict
ROP according to their computation and accuracy demand.

Now we shall discuss about a different work on computer vision.

Sewer pipeline networks have become the main concern of modern municipalities around the world
as these networks are too old and they are reaching their design lifetime; meanwhile, increasing
environmental and health requirements, growing demands, and tight budgets have all made the
problem harder to deal with. In order to prevent severity and costly damage, sewer system con-
ditions need to be monitored through a timely and comprehensive periodic assessment. Currently
Manual inspection is common practice in the inspection and assessment of sewer networks. Visual
inspection requires hundreds of hours of data processing by certified inspectors to detect defects (i.e.,
crack, joint offset, roots, deposit, infiltration, etc.) and assess defect severity (i.e., length, number,
consequences, etc.). However, manual inspection used in the assessment of extensive sewer systems
is error-prone, subjective, and time-consuming. And due to this sometimes-different type of defects
in sewer pipe system go undetected until they do a good bit of damage. Here our objective is to
automation model development using computer vision techniques for sewer condition assessment
and automation of classification and detection of different type of defects (i.e., Crack, Fracture,
Obstruction etc) which are found in sewer pipe system.
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Chapter 1

Introduction

1.1 Background

An oil well is a boring in the Earth that is designed to bring petroleum oil hydrocarbons to the
surface. Wells are created by drilling down into an oil or gas reserve that is then mounted with
an extraction device such as a pumpjack which allows extraction from the reserve. Creating the
wells can be an expensive process, costing at least 100s of thousands of dollars, and costing much
more when in hard to reach areas, i.e. when creating offshore oil platforms. The process of modern
drilling for wells was made more efficient with advances to oil drilling rigs.

In the drilling industry, the rate of penetration (ROP), also known as penetration rate or drill
rate, is the speed at which a drill bit breaks the rock under it to deepen the borehole. It is normally
measured in feet per minute or meters per hour, but sometimes it is expressed in minutes per foot.

The industry’s previously perceived ROP effect on drilling efficiency is such that if ROP increases,
efficiency increases. Hence the parameters ROP is an important performance qualifiers (PQ) in this
data. Hence our target in this task.

1.2 Our Contribution

Our contributions are summarized as follows.

• We have built two different models for prediction of ROP in drilling.The data set used to
train the model is open source Volve Oilfield Wells data which is stored in WITSML format.It
required a lot of effort to understand the data set and set of parameters present in the data
set.There are many parameters which are irrelevant for ROP prediction.Moreover, since it is
a open source data, percentage of missing value is high for most of the parameters.So it is
important to choose the right well log data for training of the models.In this regard a pivot
table was made to decide which well log data we should go with.In our work ,the target data
set is the combination of multiple well log files each having 10,000 rows in it.
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1.2. Our Contribution 4

Figure 1.1: Data Analytics workflow



Chapter 2

Preliminaries

In this section we will discuss the preliminary settings and mathematical assumptions which we will
need to describe our work.

2.1 Artificial Neural Network (ANN)

• An artificial neural network (ANN) is the component of artificial intelligence that is meant to
simulate the functioning of a human brain.

• Processing units make up ANNs, which in turn consist of inputs and outputs. The inputs are
what the ANN learns from to produce the desired output.

• Back-propagation is the set of learning rules used to guide artificial neural networks.

2.2 Extreme Learning Machine (ELM)

• A fast algorithm for single hidden-layer feedforward neural networks (SLFNS).

• The way ELM trains SLFN is that it first randomly generates the weights of the hidden layer
and then calculates the weights of the output layer by solving a linear system using the least
square method.

2.2.1 Algorithm

Let input vectors be X, dimension of the input vector be D, total sum of training samples be N,
number of hidden units be L, dimension of the output vector be C and output be y. Then

yi = UThi

where U is LxC weight matrix at the upper layer and h is hidden-layer output

hi = σ(WTxi)

where W is DxL weight matrix at the lower layer, T is the target vector and the kernel function
is given by σ(.)

While training the model, parameters U and W are learned to minimize the square error E given
by the formula

E = ||Y − T ||2 = Tr[(Y − T )(Y − T )T ]

where the upper-layer weights U can be determined by setting the gradient
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2.2. Extreme Learning Machine (ELM) 6

∂E

∂U
=
∂Tr[(UTH − T )(UTH − T )T ]

∂U
= 2H(UTH − T )T

to zero, leading to the closed-form solution

U = (HHT )−1HTT

But there is an ill-conditioned hidden layer matrix H (i.e., is singular). To tackle this, according
to ridge regression theory, to control the degree of regularization, add a positive value I/µ to the
diagonal of HHT where I is identity matrix and µ is a positive constant.

Hence,
U = (I/µ+HHT )−1HTT

Thus,
minimizes ||UTH − T ||2 + µ||U ||2

where µ||U ||2 is the L2 regularization term.
Thus, y more stable and tends to have better generalization performance. The training process

can thus be reduced to a pseudo-inverse problem and hence it is extremely efficient. ELM is its
inefficiency in using the model parameters. To achieve good classification accuracy, ELM requires a
huge number of hidden units. This inevitably increases the model size and the test time. Note: In
practice, the test time is much more valuable than the training time.

Figure 2.1: Architecture of the model



Chapter 3

Method for data cleaning

3.1 Understanding dataset

This time we will be exploring drilling data that is stored using the industry standard WITSML. This
format is widely used in the industry in drilling, completion and intervention operations, specifically
for real-time surveillance. WITSML stands for Wellsite Information Transfer Standard Markup
Language. It has a series of rules to save the data as a consistent schema but essentially is XML.
Software developers and IT professionals in the oil industry know it very well.
Since we are not writing for software developers or IT techs but for petroleum engineers, we need to
know at least the basics of WITSML. We don’t need to be experts on the subject but at least get
familiar with the shape of the data, manipulation, perform some data exploration, and ultimately,
be prepared, or know, what they are talking about when it is time to build an artificial intelligence
agent based on a machine learning algorithm.
We were very fortunate of getting the Volve dataset by Equinor. It covers a wide array of data from
different disciplines (production, reservoir, geophysics, drilling, completion, logging, etc.), with data
coming in different formats. It is a very good exercise of data science for exploring the data and
making discoveries.The dataset of the Volve Oilfield encompasses the following information :

• Borehole Assembly Run: The bhaRun object is used to capture information about one
run of the drillstring into and out of the hole. The drillstring configuration is described in the
tubular object. That is, one configuration may be used for many runs.

• Well logs: The log object is used to capture the curves on a well log.

• Message:The message object is used to provide a central location for informative time stamped
information about another well related object. These messages can represent alarms, warnings,
events, etc.

• Rig: The rig object is used to capture information about a drilling rig used to drill a wellbore.

• Trajectory:The trajectory object is used to capture information about a directional survey in
a wellbore. It contains many trajectory stations to capture the information about individual
survey points.

• Tubular: The tubular object is used to capture information about the configuration of a drill
string.

• Wellbore Geometry: The wbGeometry object is used to capture information about the
configuration of the permanently installed components in a wellbore. It does not define the
transient drilling strings or the hanging production components.
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Figure 3.1: View of all the wells that are storing data in WITSML format

3.2 Understanding XML format

Extensible Markup Language (XML) is a simple text-based format for representing structured
information: documents, data, configuration. XML documents create a hierarchical structure looks
like a tree.

The first line in the picture below is the XML declaration. It defines the XML version (1.4.1.1)
and The next line describes the root element of the document (like trajectory, log, wbGeometry,
etc) and the next lines describe the child elements of the root.
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Figure 3.2: XML format of the WITSML datatype

3.3 Generic Code to access WITSML data :

Beautiful Soup is a Python library for pulling data out of HTML and XML files. It sits atop an
HTML or XML parser, providing Pythonic idioms for iterating, searching, and modifying the parse
tree.

3.4 Parameter’s Definition

Our work concentrates on ROP estimation using Weight on bits, Hookload, Standard pipe pressure
,Mud density and RPM .There are more important parameters which affect ROP ,but we did not
take that into consideration because of their unavailability.Now we shall try to understand what
these parameters actually are.

• Weight on Bits: Weight on Bit is the weight or the pressure you apply to cut. Think of it as
compared to cutting a tomato vs cutting a pineapple. You will apply more pressure/ weight
on the knife to cut a pineapple. Less weight on bit, and you will not cut anything, more weight
on bit can lead to floundering, i.e. the bit spinning with too much dust. There is an optimum
range to keep.

• Standard pipe pressure This is a very important feature. We pump drilling fluid down the
drilling string and up the annulus. The pressure to pump this fluid is generated by a pump
on the rig. Think of this fluid as the blood of the well and hence this pressure is the blood
pressure. High is bad, low is bad.

• Mud Density: It is mass per unit volume of drilling Fluid.
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• Hookload: This is the value of the weight of the entire drillnig string. Hookload tells you
a lot of things but it can get very complicated to read when your well is deviated. We can
discuss this over a call if you want.

• RPM: It is Revolution per minute. It is the speed at which we rotate the drilling bit. We also
use downhole hydraulic motors to achieve higher RPMS. We can spin from the surface also.
This helps in having a relative motion between the bit and the earth. Think of it as the front
and back motion you do with your hand while cutting an apple.

• ROP:In the drilling industry, the rate of penetration (ROP), also known as penetration rate
or drill rate, is the speed at which a drill bit breaks the rock under it to deepen the borehole.

Figure 3.3: View of well log data

3.5 Data Wrangling

Data wrangling defines the steps that are required to transform raw data (numeric or textual) into
a format that it can be readily used for analysis, modelling, statistics, etc.Now we will describe the
data wrangling steps needed to clean drilling data.

3.5.1 Cleaning Missing value

One of the major challenges in most data science projects is data quality (or lack thereof). In fact,
most project teams spend 60 to 80 percent of total project time cleaning their data.After combining
multiple log files together ,we had very less amount of missing data compared to size of the data
set.That’s why it has been discarded from the data set.
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3.5.2 Outlier Treatment

Outlier is commonly used terminology by data scientists.An outlier is a data point in a dataset that
is distant enough from all other observations.As expected here in our data ,outliers were present.The
outliers were detected using inter quartile range which is defined as IQR = Q3 − Q1 where Q3 is
the 3rd quartile and Q1 is the first quartile.Following the definition , outliers are defined as any data
points that are outside the range of 1.5 times the interquartile range above the 3rd quartile and
below the first quartile.In our case 75 percentile and 25 percentile were used for removing outliers.

Figure 3.4: Parameter wise outlier count

3.6 Analysis

Literature reviews show that the relationship between ROP and set of parameters affecting ROP
is highly non linear and complex.In our correlation heatmap also ,ROP is found to be very less
correlated with other parameters.ROP related parameters can be classified into 3 classes viz Rig
and bit related parameters ,Formation parameters and Drilling fluid properties.



3.6. Analysis 12

Figure 3.5: ROP related drilling parameters classification

The following correlation heatmap is showing how less correlated ROP is with the other parame-
ters and hence some soft computing techniques like Neural Network ,ELM have been used to predict
ROP in order to capture non linearity.

Figure 3.6: Coorelation Heatmap
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The distribution check up for ROP has been also done.A smooth density plots was used to un-
derstand the probabilistic behaviour of ROP. In this plot some sharp edges are found at interval

Figure 3.7: Distribution of ROP

boundaries.Transformation technique such as square root,log transformation ,Box cox transforma-
tion etc can be used to remove this peak and to make the data follow normal distribution.

Now we shall see the variation of ROP with respect to time.In the graph below,it is found ini-
tially that ROP is 0 at the beginning and as the time goes ,variations are found with respect to
time.In the graph different colors are used to indicate that the data belongs to different well log.It
takes around 2-3 months to complete the entire drilling procedure for a single well.Each well-log xml
file contains data of around 8 hours of drilling.We have analysed 5 well-log data sets belonging to
single well.

Figure 3.8: Time Vs ROP



Chapter 4

Conclusion

4.1 Results

This study scrutinizes the feasibility of ANN and ELM using the recorded data of the reservoir
in the Volve field to predict the ROP of offshore drilling operations. This ANN and ELM models
can successfully predict ROP in real time, and this prediction can be used as a reference range for
drilling engineers identifying drilling problems and making decisions.

The figure 3.1 depicts the performance of ANN and the figure 3.2 depicts the performance of
ELM on the same data.

The results of the ELM model were compared to those of the classical ANN model. Performance
of the models was checked by using Mean Squared Error (MSE) and Mean Absolute Error (MAE)
performance indicators. According to the performance indicators, all of the neural networks are
competent for ROP prediction, but the prediction performances of the ELM model were found to be
better than those of the other ANN model with respect to accuracy and also had the lowest running
speed. Compared to conventional ANN models, the result of this work shows the potential of some
fast and flexible neural network approaches to model the ROP with high accuracy while maintaining
running speed. Therefore, drilling engineers can make better choices according to accuracy and
computational demand in practical use.

4.2 Discussion

Most companies already have the data to perform data analysis in drilling. The accessibility and
usage of unstructured data for regulatory, analytic and decision-making purposes is driving the need
to search and scrutinize this data. An organized workflow to treat the massive data influx, and
a systematic way to evaluate previous performance against well defined metrics is required. Data
preparation which include data pre-processing, profiling, cleansing, validation and transformation
is the most difficult and time consuming task in the whole workflow. A detailed workflow to guide
a drilling engineer to clean drilling data is presented in this work that can result in significant
time savings from the raw data collection to data analysis. Once the drilling engineer has the data
cleaned and structured, a vast number of analysis can be performed with the data to extract valu-
able information about previous drilling performance. The close monitoring of actual and previous
operational parameters can result in significant performance gains.

Table 4.1: Performance comparison of ANN and ELM

Models Accuracy
Classical Artificial Neural Network 61.04

Extreme Learning Machine 68.80

14
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Figure 4.1: Performance of ANN

Figure 4.2: Performance of ELM
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Choosing the relevant parameters is typically difficult. But parameters like Weight on Bit (WOB)
, Hook Load, Flow Rate, Pump Pressure, Revolutions per Minute (RPM), Torque, Depth and Mud
Density were selected as relevant parameters that affect ROP and were also involved in developing
neural network models. However, for systems with data values beyond the range of this study or for
a new bit, it is necessary to develop new neural networks. Conversely, the wider range of input can
enable the neural network models developed to have wider applications in select cases.

4.3 Future Scope

In recent years, the offshore oil and gas industry has changed in eager haste, with new technologies
being adopted by the energy sector to meet the challenges of a digital economic landscape. Artificial
intelligence is an exciting new technological field, explores its applications in the offshore oil and
gas industry. This refines the process through iterations to produce programs tailored to specific
purposes that allows companies to monitor complex internal operations and respond quickly to
concerns that human operators may not have been able to detect.



Chapter 5

Object Detection using Yolo model

5.1 Problem Statement

Closed Circuit Television is very commonly used technology to inspect the sewer pipe condition. To
find the problem running in a sewer pipe we use camera (CCTV to detect the weak point and fix
it later. It is very obvious that we should make proper diagnose in order to prevent unnecessary
repairing and reinstallation of the sewer pipe. But after going through the video, manual inspection
of defect is very time consuming, labor intensive and tend to have error in it. To assist the inspector
and to save a significant amount of time we are building an object detection model which will
automatically classify the defects with high accuracy score.

5.2 Available data and data Distribution

Till now we have worked on around 500 videos. First, we have extracted the images of the defects
from the videos also we recorded the different defect occurrence of each video. From that we found
enough defect occurrences for 28 defect classes.

• From the available data for the 28 defect classes, we were able generate 7000 Images (250
images per defect).

• Then image annotation step takes place to map all the image with their respective defect
classes.

Category Defect Class
Broken B
Cracks CL , CM , CS

Deposits DAE, DAGS, DAR, DSC, DSGV, DSF
Fractures FL, FM, FS

Hole HSV, HVV
Obstruction OBB, OBI, OBR

Roots RMJ
Taps TB, TBA, TBC, TBD, TBI, TFA, TFC, TFD, TRB

5.3 Approach and Architecture

Object detection is a task in computer vision that involves identifying the presence, location, and
type of one or more objects in a given photograph. We are using Yolo Algorithm to deal with this
problem.

17



5.3. Approach and Architecture 18

• Yolo Model: YOLO (“You Only Look Once”) is an effective real-time object recognition
algorithm which provides the tools for doing just that – finding all the objects in an image and
drawing the bounding boxes around them.YOLO trains on full images and directly optimizes
detection performance .

• Advantages of Yolo: This model has several benefits over other object detection methods:

1. YOLO is extremely fast (Speed: 45 frames per second — better than real-time)

2. YOLO sees the entire image during training and test time, so it implicitly encodes con-
textual information about classes as well as their appearance.

Figure 5.1: Source : Google

• Convolution Neural Network (CNN):CNN is a Deep Learning algorithm where the input
is an image and convolutions with various kernels occur in each layer to produce the convolved
image as the input into the next layers. There are often other types of layers in better con-
volutional layers such as pooling layers that extract the important information/features from
the previous layer’s convolutions.The Steps Involved in the CNN can broadly be classified as:

InputImage→ Filtering → Relu→ Pooling → ...→ V ectorization→ FCNN

Where FCNN stands for fully connected layer. For data preparation and model training

Figure 5.2: CNN Architecture, Source : Google

following steps have been taken :

– Extract the frames in which a particular defect is present from video.
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– Annotate the extracted images and save it in yolo format. It returns a text file with
coordinate of the bounding box.

– . Once the data is in our hand, we feed it to the model for training.. Once the data is in
our hand, we feed it to the model for training.

• Model Output:

5.4 Conclusion

Till now, we have been able detect 28 different defects in a sewer pipe system with moderate
confidence score. We have to explore different sampling technique to handle class imbalances without
losing any information .Also we are trying to automate the process of data preparation what we did
manually and increase the number of detected defect classes.
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