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Abstract

E-commerce company can measure product quality of a new product using
sentiment extracted from reviews of a related old product.This can be done by
domain adaptation,a sub field of machine learning .In dgmain adaptation there
are two domain source domain and target domain. this work we explore
Unsupervised Domain Adaptation(UDA) where source domain has adequate
labelled data but target domain has unlabelled data. In first part we consider
sentiment analysis of product review within domain using convolutional neural
network and language model BERT.Later we consider cross domain sentiment
analysis that is domain adaptation of product review from source domain to
target domain.We consider a state-of-the-art model Domain-Adversarial Neural
Networks (DANN) for UDA with different architecture.We propose a BERT
based Domain Adaptation(DA-BERT) that uses masked language model and
fine tuning for UDA. DA-BERT achieves good accuracy for both source and target
domain.We use three domain pairs of amazon review dataset.We conclude with

some important observation and future work.
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Introduction

In general in traditional machine learning we assume that training and test
data follow same distribution in feature space.Therefore we expect good per-
formance of a model on test data that trained on training data.In real world
scenario data we have may not follow above assumption. This can happen due
to differentreason e.g., training and test data are collected from different source,
training data changes over time. In this case, discrepancy in domain distribu-
tion leads to performance degradation.To overcome this domain gap ,domain
adaptation is a sub area within machine learning came into picture . In domain
adaptation training and test data are called source and target domain. Domain
adaptation solves the domain disparity between source and target domain in
such a way that model trained on source domain can be generalized to target
domain .Domain adaptation is a sub field of another interesting concept in ma-
chine learning transfer learning.Both of these related technique aim to improve
performance of a model with insufficient or inadequate labelled data in target
domain from target domain with adequate labelled data. Transfer learning solves
a class of problem where domain and/or task may change between two domain
while in domain adaptation task remain same and domain may change.Domain
adaptation can be supervised,semi-supervised unsupervised.Unsupervised
domain adaptation(UDA) refers to the situation where we have labelled source
domain data but unlabelled target domain data.Unsupervised domain adapta-
tion fits real world scenario better by learning only from unlabelled data which

is available in both domain.




CHAPTER 1. INTRODUCTION

In domain adaptation, domain consists of three parts feature space X label
space Y, and corresponding probability distribution P(x, y) thatisD = {X, Y, P(x, y)}.
Feature X is k— dimensional subspace X € R¥ label space Y can be either binary
class {0, 1} ormulti-class {1, 2, ..., C} where C denote number of classand p(x, v)
is the probability distribution over feature-label pair. Probability distributi
can be decomposed into marginal and conditional probability distribution as
p(x,y) = p(x)p(xly) or p(x,y) = p(y)p(y|x) .In traditional machine learning
paradigm,if training instances X = {x1,xp,...} and labels Y = {y;,1», ...} are
given, all machine learning model try to learn a function that generalizes well to
unseen data.In case supervised set up we have {x;,y;}"_, and in unsupervised
case we only have {x;}"_ where n denote number of instances.In domain adap-
tation the goal is to learn a map from source D; that generalize well to target
Ds.

Different probability distribution is called domain gap and different label
space is called category gap in domain adaptation.In some cases related do-
mains may have some common labels and also some private labels.These type
of domain adaptation is called open set domain adaptation.Traditional domain
adaptation falls into closed set domain adaptation where target and source do-
mains have same classes but there exists domain gap. Based on domain gap
domain adaptation can be divided into three classes such as prior shift,covariate
shiftand concept shift [6].Concept shift refers to the situation where p;(x) = pi(x)
but ps(y|x) # pi(y|x).prior shift refers to the situation where prior distribution
of labels are different ,p.(y) # p;(y) but posterior probability remain same
ps(y|x) = p¢(y|x).This is solved under supervised domain adaptation as we
need labelled data in both domain. In covariate shift the marginal distributions
ps(x) # pi(x) but conditional distributions remain same p.(y|x) = p;(y|x).Main
reason for covariate shift is sample selection bias and missing data.Most domain
adaptation technique try to solve this type of domain gap.Approach to domain
adaptation can be categorized into model-centric,data-centric and set hybrid ap-
proaches[13].Data centric approach concentrate on data in hand and use pseudo
labelling,data selection .Hybrid approach is combination of model centric and
data centric approach. Model centric methods redesign model architecture ,
loss function or regularization.In this project we concentrate on model centric

approach.




Background

MoTtivATION

Domain adaptation has very nice application in data-driven industries like
retail and e-commerce .Consider a practical scenario,suppose a e-commerce
launches a new product A recently related to an existing old product B.For
product B they have enough consumer review and ratings.For product A there
are adequate consumer review but no ratings.Although in current e-commerce
echo-system consumer must have to give rating with review as well. They are
looking for better product quality measurement technique.Using unsupervised
domain adaptation considering reviews of product B as source domain and
reviews of product A as target domain we can predict ratings for for product

A.That is we can measure product quality through UDA.

PROBLEM STATEMENT

Keeping in mind the above mentioned scenario we formulated our problem
as Product Review Sentiment Analysis and Adapting to New Verticals.First part of the
problem will deal with building a robust sentiment analysis model from the e-
commerce review data for a particular shopping vertical with abundant labeled
data.In the second phase of the project we will deal with domain adaptation
techniques to adapt/translate these models to new shopping verticals which

don’t have enough labeled data.




Related Work

MODEL-CENTRIC APPROACHES TO UDA :

P1voT BASED

There are two types of pivot based method structural correspondence learn-
ing (SCL)[3] and spectral feature alignment(SFA) [16] .Ziser and Reichart pro-
pose a method autoencoder structural correspondence learning (AE-SEI) that
combine the pivot-based methods with autoencoder neural networks .To learn
latent representations to map non-pivots to pivots autoencoders are used and
these encodings are then used to augment the training data.Recently a hybrid
approach to UDA Pivot-based domain adaptation for pre-trained deep contextualized
embedding models(PERL)[2] uses pivots with contextual embedding.

AUTOENCODER BASED

Early neural UDA based on autoencoders.Autoencoders are neural network
that learn latent representation in aggunsupervised fashion by learning with
an input reconstruction loss.SDA [9] learns a robust and unified feature repre-
sentation for all domains by stacking multiple layers, and artificially corrupts
the inputs with a Gaussian noise that the decoder needs to reconstruct.SDA
fails to generalize to high-dimensional data.Marginalized stacked denoising au-

toencoder (MSDA) which improves limitation of SDA by marginalizes the noise




CHAPTER 3. RELATED WORK

KN DoOMAIN ADVERSARIES

Most popularmethod is domain-ad versarial neural networks(DANN) [7]. This
isinspired by generative adversarial network(GAN)[10] minimize the discrepan-
cies between trai_rﬁg and synthetic data .The aim of domain-adversarial neural
network(DANN) 1s to estimate an right predictor for the task while maximizing
the confusion of an auxiliary domain classifier so that it differentiate source fea-
ture from target feature. Also to learn domain-invariant feature it uses a loss func-
tion via a gradient reversal layer that make sure sourceand target domain feature
distribution are similar.DANNSs applied in many NLP task such as sentiment
analysis [7],language identification[12],natural language inference[14],POS tag-
ging,parsing trigger identification.If domain classifier accurately discriminate
source and target distribution then DANNs suffer from vanishing gradient prob-
lem [15]. Wasserstein distance [1] based approach have more stable training than
GRL [4]. DANNSs becomes broadly used UDA approach in NLP.




Sentiment Analysis

WitHiN Domain

CNN MobpEL

Although originally invented for computer vision task Convolutional Neural
Network(CNN) model have been shown to be effective in Natural Language
Processing(NLP) task and achieve good results.We started this experiment with
a CNN based model.letw; € R is a d dimensional vector represents a word. We
canconsider a sentence which is padded accordingly of length  as concatenation
of vectors as follows :

Wy =W +wWr + ...+ Wy
where + represents concatenation.A new feature is produced by convolution
operation . In convolution operation a filter f € R is applied to a window
of I words.Then a feature f; is generated from a window of words w;.j;;-1 by
fi = §(f .wj.j11-1 +b) where b is bias and g is a non linear function.A feature map
f" = 1A, f2, ..., fu] is produced by applying the filter over all possible windows of
wordsin the sentence {w1.1, w2141, ..., Wy—1+1: } Where f’ € R"*1 Then applying
max-pooling over the feature map we take "= max{f’} asfeature corresponding
to this filter.This would capture most important feature. By the above process we
get one feature from one filter. This model uses multiple filter to obtain multiple
feature .These features are then pass into a fully-connected sigmoid layer whose

output is probability distribution over labels.
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IR WA

Figure 4.1: CNN MODEL

ExPERIMENTAL SETUP AND RESULTS

Model Architecture : Embedding layer with dimension 300,@0nv01uti0nal
layer with multiple filter width and feature maps(mentioned below) with max-
pooling,Fully connected layer with dropout and sigmoid output.(figure 4.1)
Datasets : In this experiment we used Amazon review dataset for the product
electronics,home and kitchen appliances ,CDs and Vinyl.All dataset are bal-
anced. labels are binary: 0" if the overall rating is up to 3, and 1" if the overall
rating is 4 or 5 .Electronics contains 666242 reviews home and kitchen has 192956
reviews ,Cds and vinyl has 389180 reviews.

Hyperparameters : binary cross-entropy as loss function,filter windows(l) of
3,4,5 with 100 feature maps each , learning rate 0.001,dropout probability 0.5,
rectified linear unit as activation ,Adam as optimizer , batch size 50.

Word embedding : Here we used word2vec word embedding obtained by con-
tinuous bag-of-words architecture. The vectors have dimensionality 300 .Also
the vectors are kept fixed during training.Also we take maximum sentence length
as 300(99 percentile of review length).Padded by 0 if review length is less than
300 and discarded if review length is greater than 300.

Accuracy :
Data Accuracy
electronics 0.85
cds and vinyl 0.84
home and kitchen 0.86




CHAPTER 4. SENTIMENT ANALYSIS

BERT MobEL

Bidirectional Encoder Representations from Transtormers(BERT) [5] is a at-
tention[17] based architecture has presented SOTA results in variety of NLP
tasks,Natural Language Inference including Question Answering and many
other.BERT extracts contextualised embedding from the corpus.BERT became
popular and powerful language model because of two following reason :
1)It is pre-trained on unlabeled data from BooksCorpus and Wikipedia contains
800M words and 2,500M words respectively.
2)BERT learns information from a sequence of words from both left and right
direction.

BERTpase has 12 layers of transformer blockhidden size 768 , number of self
attention heads is 12 and number of parameter 110M.BERT takes specific input
representation.Maximum number of token in a sentence can be 512.The first
token of every sentence is [CLS] token. Also there is another token [SEP] which
separates two sentence.The input representation is formed by toke,segment and
position embedding.Bert is pre-trained with two task masked language model
and next sentence prediction.

We can use BERT ina downstream task by fine tuning pre-trained BERT.Classification
task(sentiment analysis) are done by adding a classification layer on top of the
Transformer output. Embedding of [CLS] token are then fed into this layer.Here
we used pre-trained bert base model which has pooler layer which outputs em-
bedding vector for [CLS] token. Then fine tuned pre-trained bert base model
with labelled review dataset.

ExPERIMENTAL SETUP AND RESULTS

Architecture : BertModel ,dropout layer with dropout probability 0.5 fully
connected layer with relu activation.
Datasets : same three review dataset used above.amazon review dataset for the

products electronics,home and kitchen , and cds and vinyl.

Accuracy :
Data Accuracy
electronics 0.88
cds and vinyl 0.88
home and kitchen 0.87
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Cross DoMAIN

In this section we analysed sentiment of product review from target domain
using source domain labelled data.We described two approaches in detail one

by one.

MobpEeL TRAINED WITH SOURCE ONLY

Before going to domain adaptation we did an experiment over two model
mentioned above.Earlier train and test are done within same domain.Now we
train the model on source domain data and tested on target domain data. Results
we got are given below :

Accuracy on target domain :

Source Target CNN | BERT
electronics | home and kitchen | 0.81 | 0.86
electronics cds and vinyl 070 | 0.87

cds and vinyl | home and kitchen | 0.71 | 0.85

Domamn ApartatioN Using CNN(DACNN)

Let X denote input space and Y is binary label space.Also d € {0, 1} denote
domain label, d = 0 for source domain, 4 =1 for target domain. At training time
for an input x € X we know y € Y corresponding to d = 0 but we do not know
y € Y for d = 1.1t is a deep Neural architecture that for given input x it predicts
class label y and also domain label d.It consists three parts: feature extractor(F)
Jabel classifier(C),domain classifier(D).Feature extractor contains many CNN
layer and parameters of F are denoted by 6;.Feature extractor maps each input
x to a feature vector f € R™ that is f = F(x, 0f).Then this feature vector is
transformed by C to a label y and we denote parameter of this mapping by O,
.Also f is transformed to domain label d by D and parameters of this mapping
is denoted by 0;.

At training time our objective is to minimize loss of C on source data and
parameters of both F and C are optimized in such a way that source domain

empirical loss is minimized. By this we get discriminative features f. Combining




CHAPTER 4. SENTIMENT ANALYSIS
F and C we get overall good prediction performance on the source domain.

Also we want domain invariant features f.In order to get domain-invariant
features we look for parameters 6y maximize the domain classifier to make two
feature distribution as similar as possible,while simultaneously seeking the pa-
rameter @; that minimizes loss of D.Also we want to minimize the loss of C.To
achieve domain invariant feature we inserted a gradient reversal layer(GRL) be-
tween featuge extractor .This GRL has no parameter except the meta-parameter
A. Duri_nguéo\rward propagation GRL work as a identity function.During the
back-propagation though, GRL takes the gradient from the successive layer,
multiplies it by —A and passes it to the preceding layer.Mathematically gradient
reversal layer can be defined as pseudo-function R (x) by two equation (one for

forward propagation and one for back-propagation) :

Ry(x)=x; 58 = —1«1.

Finally the objective pseudo-function E of (6¢, 6., 0;) which is optimized by

stochastic gradient descent :

E(6y, 0., 04) =
2ii=1,2,.. ,Ndi=0 Le(C(F(xi; 0¢); 0c), yi) + Xiz1 2, . La(D(RA(F(xi; 05)); 04), yi

where L.(.,.)and Ly(., .) areloss function of label classifier and domain classifier

respectively,N is the number of training examples.

EXPERIMENTAL SETUP AND RESULTS

Model Architecture: Embedding layer with dimension 300,Feature extractor
F is Convolutional layer with multiple filter width and feature maps(mentioned
in below) with max-poolingboth label classifier C and domain classifier are
Fully connected linear layer(it has two layer(first layer with relu activation and

second layer with sigmoid activation)

Datasets : Here also we used the same dataset as above that is amazon re-

view dataset of product electronics, home and kitchen,cds and vinyl.

10
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Figure 4.2: DACNN
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Word embedding : In this experiment we used two different type of word
embedding . One is word2vec word embedding obtained by continuous bag-of-
words architecture. Another is obtained from Bert.In case of bert embedding we
tested with last hidden layer embedding and also sum of last four hidden layer

embedding (results are almost same in all cases).

Hyperparameters :@ﬂter windows(l) of 3,4,5 with 100 feature maps each ,
dropout probability 0.5, rectified linear unit and sigmoid as activation binary
cross-entropy as loss function ,Adam as optimizer , learning rate 0.001, batch

size 50.

Accuracy on target domain :

Source Target DACNN(word2vec) | DACNN(bert)
electronics | home and kitchen 0.84 0.86
electronics cds and vinyl 0.76 0.76

cds and vinyl | home and kitchen 0.78 0.79

11




BERT based Domain Adaptation

Pre-trained language model Bidirectional Encoder Representations from
Transformers (BERT) have shown effective result in many language task.In case
of unsupervised domain adaptation we can not simply fine tune bert because
we have unlabelled data in target domain.Fine tuning only with source data
lead to domain gap between training and testing data ,which degrade BERT
performance.Bert has almost no understanding of opinion of text.Cross-domain
brings challenge for BERT to distinguish source and target distribution.

To overcome these problems we proposed a BERT based Domain Adaptation(DA-
BERT)(figure 5.1) which has two parts : Re-training and Fine tuning.

Re-training : Lack of labelled target domain data limits the direct fine tun-
ing of BERT.Therefore we use BERT Re training .Intuition behind this model
is that we are injecting some target domain knowledge in advance.In BERT Re-
training we take BertForMaskedLM model(weights are initialized by pre-trained
BERTgask ) for unsupervised target domain Masked Language Model(MLM) .To
make BERT domain aware we use MLM.In MLM it predicts randomly masked
words in a sentence to learn deep bi-directional representation from the target
domain text data.Though we have no label data but we have adequate unla-
belled data in target domain.We replace 15% of the token in a sentence by the
token [MASK].Then last layer hidden vectors of all 300 token are fed into feed-
forward NN which outputs a vector(logits) of length of vocabulary.Finally we
get the prediction token id for masked token by softmax and argmax.Then MLM

12
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Retraining

MLM
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Figure 5.1: DA-BERT
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Fine tuning : After Re-training we now fine tune BERT with source domain

labelled data.A sentiment classifier is designed operating on the embedding
vector of length 768 corresponding to /ijcrs(first token of each sentence),that
is classification embedding [CLS]. Embedding corresponding to this token from

last layer is used as aggregate representation of the input sequence for classifi-

cation task. The sentiment classifier is a fully-connected feed forward layer with

sigmoid activation.

This experiment is done by amazon review dataset for product electronics,home
and kitchen,cds and vinyl. We evaluate performance of this model for both source

and target domain.

Results :

Source Target Accuracy on Source | Accuracy on Target
electronics | home and kitchen 0.90 091
electronics cds and vinyl 0.89 0.89

cds and vinyl | home and kitchen 0.87 0.90

13
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Pretraining Retraining Finetuning

Classifier

MLM NSP MLM 4\
4\ S\ ‘ —
- 115 h[cls ; 1
hicis1|[Z Jpimas<i]lha] hlcls]fihz |jh[mask ]| |h4 [cls]yfh2] |nh3 | [ha
BERT
BERT __%_ BERT "‘?
e
> /I
Elcls]] |ez]Eimaski||E4 Elcls ]| [E2 |Elmask|[E4 Elcis]|E2 JIES] ==
English wikipedia '.iuur(_'c‘ domain source domain
Bookscorpus data data

Figure 5.2: variant of DA-BERT

Also we have done one more experiment with a variant of DA-BERT(figure
5.2).In two stages of BERT-DA we used source data only. Results we got as

follows :

Source Target Accuracy on Source | Accuracy on Target
electronics | home and kitchen 0.897 0.902
electronics cds and vinyl 0.897 0.875

cds and vinyl | home and kitchen 0.87 0.89

From above two tables we see that DA-BERT(Re-train with target domain
data) performs better than DA-BERT(Re-train with source domain data). So
MLM with target data improve performance of BERT both source and target
domain.

Finally we compare performance of our proposed model DA-BERT with
two state-of-art methods Domain-Adversarial Neural Networks (DANN)[7] and
Pivot-based domain adaptation for pre-trained deep contextualized embedding
models(PERL)[2].

Accuracy on target domain :

Source Target DANN | PERL | DA-BERT
electronics | home and kitchen | 0.854 | 0.906 0.91
electronics cds and vinyl 0.738 | 0.85 0.89

cds and vinyl | home and kitchen | 0.783 | 0.899 0.90

From the result we can see that DA-BERT outperforms other two state-of-the-art
model.

14




Conclusions and Future Works

ERROR ANALYSIS

m In this project we consider labels are binary: "0" if the overall rating is up
to 3, and "1" if the overall rating is 4 or 5 . Instead if we drop the reviews
corresponding to rating 3 then performance of all model is better than pre-
vious.This is happening because reviews of rating 3 contains both positive
and negative sentiments.For example a customer likes many feature of a
electronics gadget but dislike some feature (and due to this customer gives
rating 3).

m In data preprocessing part if we remove the negative stop words like
don'thaven't,.. then the model takes negative reviews as positive . For
example consider this review ”i am not happy with the product ”. Then
removing ‘not’ it becomes ”i am happy with the product”.

CONCLUSION

In this project we explore sentiment analysis of product review and unsuper-
vised domain adaptation through model centric approach.BERT is giving best
result for sentiment analysis within domain. BERT based Domain Adaptation is
giving best result for domain adaptation. In future we will look for more exper-
iment with different approach to improve this result and also how these model

perform in imbalanced dataset (because review dataset are always imbalanced).

15
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