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Abstract

The weakly supervised object localisation(WSOL) technique only uses image
level labels without any bounding box or segmentation mask during training. Ex-
isting method have tried to cover only the most disriminative part of the object
leading to low IoU and poor bounding boxes. This paper introduces method ex-
CAM to expand Class Activation Maps(CAM) to cover the entire object in case of
multi-labelled image dataset. The base model used gives M feature maps for each
of the C classes which are then pooled to get the final output. We perform intra-
class sequential dropping of important areas in the M feature maps. Since we are
using pooling of feature maps to get the final output, in order to maximize the loss
function the model will start expanding the feature maps which leads to better
CAM. The model is trained for classification only but can perform classification
and localization. We have tested ex-CAM on PASCALVOC 2007 and PASCAL VOC
2012 and have got significant improvement over WILDCAT. In contrast to WILD-
CAT ex-CAM covers the entire object in most of the cases. Ex-CAM achieved a lo-
calisation mAP of 0.7 while the WILDCAT achieved a localisation mAP of 0.53 on
PASCAL VOC2012. On PASCALVOC 2007 ex-CAM achieved a localisation mAP of
0.69 while the WILDCAT achieved a localisation mAP of 0.27. So there is a signif-
icant improvement over the base model. Thus ex-CAM technique of intra-class
sequential drop-out may be considered as a way to expand CAM to get good lo-

calisation.
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1 CHAPTER 1: Introduction

The fully supervised Object Detection models have given significantperformance
on Objectlocalization task. The problem with these supervised techniquesis that they
require bounding box or segmentation map data which is not available in abundance.
This problem gave rise to development of Weakly Supervised techniques which re-
quires only image level labels.

The problem with most of the Weakly supervised models is that they tend to find
most discriminative regions and do not cover the entire object. For this problem ad-
versarial learning technique like ACol are used but the problem is that we do not know
how many classifier are required to get good bounding boxes and too many classifier
also increases the resource requirement. To solve these problems we propose a new
architecture.

The target of ex-CAM is to cover the object as much as possible. The intra-class
sequential dropping of important areas in M feature maps of each class leads to ex-
pansion of feature maps since we have used GAP and WILDCAT pooling. After getting
CAM this new architecture which is explained later in detail we can use these maps
for getting the bounding boxes.

Our Experiments show that the CAM obtained cover the entire object in most
of the cases in PASCAL VOC 2012 and PASCAL VOC 2007 dataset.

The architecture has the following advantages-

* It causes expansion of the feature maps due to which the CAM covers the entire
object in most of the cases.

* It can be used for multilabel object detection as the loss function used is binary
Cross-entropy.

* Contrast to the "Learning Deep Features for Discriminative Localization"[3] pa-
per we don't need to recompute the feature maps after forward pass using the
weights of the final layer. A single pass is enough.

* The"Adversarial Complementary Learning for Weakly Supervised Object Localization" [4]
paper uses multiple classifier and extracted feature maps from each of theses
classifiers are subjected to GAP but we do not know how many classifier would




be enough. Moreover using multiple classifier will also lead to multiple forward

passes.

* "Attention-based Dropout Layer for Weakly Supervised Object Localization" doesn’t
work well with multilabel objectlocalisation. The original paper uses a single la-
bel object localisation but when put to multi label object localisation the CAM
are too big and in many cases cover the entire image.

* The same model can be used for classification and localisation.




2 CHAPTER 2: Related Works

With the development of deep learning there has been significantimprovement
in all machine learning sub domains. A similar trend has been seen in computer vi-
sion also. After the development of Alexnet there had been significantimprovement in
classification, localisation and segmentation task. Later on with the development of
concept like skip connections we obtained even better feature descriptor like resnet.
The new feature descriptors have outperformed the old HOG and SIFT feature de-
scriptor. With the development of the concept of transfer learning we can use pre-
trained models after fine tuning to get excellent performance on classification, local-
isation and segmentation. But the problem with these feature descriptor is that they
require bounding box and segmentation mask labels for training which is generally
not available.

The above problems in the fully supervised approach hasled to the development
of other approaches like unsupervised, weakly supervised, semi-supervised learning.
In weakly supervised approach we only have image level labels during training and we
need to predict the bounding boxes and segmentation mask during testing.

RCNNJ7] uses selective search for region proposal. For this we remove the last
layer of alexnet(or any other backbone). This architecture outputs an embedding of
the inputimage. These input images and image labels are used to train a class specific
SVM. Now since RCNN takes alot of time for objectdetection fast RCNN was proposed
which does some computation sharing during forward pass. Fast RCNN|[8] still used
selective search for region proposal which is now the bottleneck. To remove this prob-
lem faster RCNN[9] used region proposal network for region proposal.

Zhou et al trains a CNN for classification using the given image labels. Now the
CAM for a given class can be computed by weighted average for the feature maps in
the second last layer. The weight corresponds to the weight between the neuron of the
given class in the last layers and all neurons in the second last layer. For each class we
would have a separate weight set. This method shows only the most discriminative
regions in its CAM and thus gives poor bouding boxes.

Zhang et al trains two classifiers. From classifier A we get the class activation
maps which are used to get probable locations of the object. These areas are black-
ened in the original image and this new image would be used to train classifier B. The
CAM from classifier A and B would be merged by GAP to get the final CAM.

Durand et al[2] on the other hand use resnet(can be replaced by some other
backbone) asbase. The last layer corresponding to adaptive pooling is removed. Now
this architecture outputs a hxhxK feature maps. This is subjected to a 1x1 convolu-
tion to get hxhxMC feature maps. Each of the M maps sets corresponds to a class.
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These M maps of individual classes are subjected to GAP. Now we have hxhxC maps.
These maps are then subjected to WILDCAT pooling. This architecture is the trained
for classification. During testing we get the class labels from this classifier and by ex-
tracting the hxhxC feature maps we get the CAM for each class for object localisation.
The method used multi label binary cross entropy loss which enables the architecture
to perform multi label localisation.

Zang et al[5] used a pseudo supervised approach where we train a classifer for
image labels. CAMs are extracted from these classifier to get the bounding boxes.
These bounding boxes are used a pseudo annotations for training a bounding box re-
gressor. The above regressor remove noisein the label and either expands or contracts
the bounding boxes to better fit the object. After training we can use the classifier for
getting the image labels and the regressor can be used for localisation.

Choe et al uses dropout map and importance map which are obtained using the
individual feature maps. To get the importance maps the corresponding feature map
is passed through sigmoid. To get the dropout map we do thresholding of the impor-
tance map by droping the important region. We randomly either drop the important
areas using the dropout map or highlighttheimportantregion using importance map.
Due to this the CAM expands and cover try to cover more regions of the object.




3 CHAPTER 3: Model architecture

3.1 Motivation

Most of the early Weakly Supervised Object Localisation models like "Learning
Deep Features for Discriminative Localization" only localise the most discriminative
parts of the object. This is due to the fact that the model has been trained for classifi-
cation and for classification only the most discriminative parts are enough.

Thus to improve the localisation we can hide the area obtained by this classifier
by making it black and train another classifier on these images. Now the CAM of these
two classifiers are pooled together to get better CAM. This is the idea behind "Adver-
sarial Complementary Learning for Weakly Supervised Object Localization"[4]. But
the above process is iterative and we do not know how many time it should be re-
peated. Moreover the CAM obtained by many iterations do not cover the object fully
and sometimes even gets confused due to removal of important regions. Another
problem with this approach is that in order to localise we would have to do multiple
forward passes. This increase the time complexity and also having many classifiers
also increases the space complexity.

Anotherapproachis to use Pseudo Supervised objectlocalisation as given in "Re-
thinking the Route Towards Weakly Supervised Object Localization". This approach
first trains a classifier. Extract bounding boxes using feature maps of this classifier.
These bounding boxes can be further used as pseudo labels to train bounding box re-
gressor. The purpose of having a regressor is to remove noise in bounding boxes. Re-
moval of noise will lead to expansion or contraction of boxes to better cover the object.
The problem with this approach is that it work only for single labelled images. This is
because we have a common regressor for all classes in order to keep it class agnostic
but in case of multi label object localisation we need to localise multiple object but
the regressor give bounding box for only one object. Moreover there can be multiple
object of same class in the image. To solve this problem we can increase output size
from 4 to 4kC where k is the maximum possible number of object of a given class in
an image and Cis the number of classes. If we trained the regressor like this we loose
the class agnostic idea and thus we don't get the desired result. The paper also pro-
vide solution for only for single labelled single object(one object in the entire image)
localisation.

Recently there is another paper "Attention-based Dropout Layer for Weakly Su-
pervised Object Localization" which uses dropout map and importance map which
are obtained using the individual feature maps. We randomly either drop the impor-
tant areas using the dropout map or highlight the important region using importance




map. Due to this the CAM expands and cover try to cover more regions of the object.
This model also has the same problem. The author has tested the model for single la-
bel object localisation. When this idea is applied to multi labelled object localisation
the CAMs expands too much. The CAMs of multiple object merge together and lead
to poor CAMs.

In order to solve the problems in the above model and make amodelwhich is ap-
plicable to multi label multi object localisation task we proposed the ex-CAM model.

3.2 Brief

The model uses WILDCAT as base in which the obtained M feature maps for C
classes i.e. MC feature maps are subjected to a class wise sequential dropout. The se-
quential dropping of important areas from the previous map in the current map will
lead to expansion of the previous feature map as we have used GAP and WILDCAT
pooling so in order to minimize the loss function the first feature map should show
more important region.




3.3 Detailed

The model receives Kmaps from a pretrained network(say resnet). The K maps
are subjected to 1x1 convolution. So now we have the M feature maps correspond-
ing to C classes i.e. a total of MC maps. For each of the M feature map set we do the
following-

 From the first map F; € R"*" we find dropout mask(M; € {0,1}"*") but passing F,
through sigmoid and thresholding by 0.5(or a learnable parameter § € (0,1)).

* Tomake only the the important partvisible in this map we do Hadamard product
of 1-M, € {0,1}**" with this feature map

Fl = (]. —M1] G)Fl

. This is the new feature map.

* From the second map F, € R"*" we find dropout mask(M, € {0, 1}"*") but passing
it through sigmoid and thresholding by 0.5(or a learnable parameter & € (0, 1)).
To drop important part visible in the previous map and in the current map we
do the following

F,=MoMoF,

 From the third map F; € R"*" we find dropout mask(Ms € {0, 1}"*") but passing it
through sigmoid and thresholding by 0.5(or a learnable parameter 6 € (0,1). To
drop important part visible in the previous maps and in the current map we do
the following
Fy:=M0M; ©M30F;

* We continue this way till all M feature maps are done or till the point we have
dropped the entire map region. We do this for all C classes.

After getting these new MC feature map we do GAP of each of the M map correspond-
ing to each class to obtain C maps. Now theses C maps are subjected to WILDCAT
pooling. In WILDCAT pooling of a feature map we take the average of top k+ elements
and add it to the product of alpha(which a hyperparameter) and average of bottom
k- elements. For WILDCAT pooling of feature map F let us suppose we have a list of
sorted element. If F; represent the i"" element of this sorted list then the output of
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WILDCAT pooling is given by -

. Yiepz. k+ Fi ta Liei(h—k-),..n% Fi
k+ k—
given that feature map is of dimension hxh

3.4 Reason for CAM expansion

Since we are using binary cross entropy the loss function is given as-

Lgc= ) [yilog(Pw{ ). (M;;0F;))

ie(12.C) jellz,..my
+(1-y)log(1 =Pyl ). (M;joF;j)})]
jell,2,..M}

Lgc= Y lyilog(zi)+(1-y)log(l- i)l
ie(l,2.C)

The above function is convex and will be maximized when-

Yi=Vi————~ 1

yi=log(Pwi{ )Y (MijoF;)}
JEILZ, .M}

Here

* y, is the target variable for i'" class
C is the total number of classes

* Py isafunction which apply WILDCAT pooling.

Py :R"h R
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* M;;is j™ drop-out mask obtained during intra-class sequential drop-out of M
maps of i class

* F;jis j'" feature map of i'" class

* §; is the estimate for y; given by the model

Now if the we substitute M;; by matrix with all entries 1 then it becomes the loss func-
tion for WILDCAT model. Now since elements of the drop-out mask are < 1 there
would be a reduction in j; for a given y; but in order to maximize Lg. for a given y;
equation 1 must hold. The only way this can happen is by increasing elements of F;;
which is same as expansion of the feature maps as compared to WILDCAT maps. Thus
the intra-class sequential drop-out must lead to CAM expansion.

3.5 Attention Mechanism

The attention mechanism has been used in various field like machine transla-
tion, question answering, image captioning, visual question answering etc. The idea
is to focus on only important part of the input data to get the output. The inspiration
comes from human. Human mind tends to focus only the important part of a pas-
sage or an image while making sense out of it. Another idea is self attention where the
query, key and value all comes from the inputitself which the central principle used
in transformers.

The above architecture uses both self attention and attention mechanism. At-
tention maps are used to find out important areas in the feature maps. These maps
are thresholded to get drop out mask. The first map of each class uses the idea of self
attention to drop less important regions, while important areas in previous maps are
also dropped in current maps in case of all other maps, so here we use the normal
attention mechanism.

12




3.6 Loss function
* Binary cross entropy has been used as the loss function.
o L=—%,vilog(y:))+ (1 —y)log(l—y;).
* Here y; is the target variable while y; is the prediction.

 Since the output of the network € R ,so we pass the output through a sigmoid
so that the output become a probability i.e € (0,1)¢

3.7 Ablation study

In order to prove empirically that the CAMs expand by the ex-CAM we train the
ex-CAM and WILDCAT on PASCAL VOC 2012 and PASCAL VOC 2007. Figure 4 shows
one CAM belonging to each of the 20 classes for both ex-CAM and WILDCAT. For each
of the class we can see expansion of CAM. This leads to better bounding boxes as
shown in Figure 3. Thus through this study we can conclude that the ex-CAM model
concept of intra-class sequential dropout will lead to expansion of CAM. The concept
can be applied to other model also for example we can replace the base model from
WILDCAT to "Learning Deep Features for Discriminative Localization" [3] model and
still use sequential dropout.

13




Class aeroplane || bicycle bird boat bottle || bus || car cat chair || cow || dintable || dog
ExCAM 0.8 0.81 0.74 0.7 027 0.76 || 0.44 0.84 0.46 | 0.65 0.88 0.73
WILDCAT 0.61 0.45 0.16 0.59 0.29 0.75 || 0.28 0.52 0.76 | 0.59 0.63 0.77
Class horse bike person || pottedplant || sheep || sofa || train || tvmonitor | mAP
ExCAM 0.81 0.9 071 0.58 0.32 0.77 || 0.49 0.5 0.7
WILDCAT 0.62 0.56 0.59 0.289 0.55 0.55 || 0.7 0.28 0.53
Table 1: AP for various classes on PASCALVOC 2012
Class aeroplane || bicycle bird boat bottle || bus || car cat chair || cow || dintable || dog
ExCAM 0.79 0.82 0.74 0.57 026 0.72 || 067 0.84 052 || 0.68 0.81 0.76
WILDCAT 0.18 0.36 0.3 0.05 0.16 0.25 || 0.55 0.29 0.34 | 0.03 0.16 0.41
Class horse bike person || pottedplant || sheep || sofa || train || tvmonitor | mAP
ExCAM 0.9 0.84 0.68 0.49 0.61 0.83 || 0.82 047 0.69
WILDCAT 0.3 0.4 072 0.2 0.07 0.27 || 0.12 0.3 0.27

Table 2: AP for various classes on PASCAL VOC 2007
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Figure 2: Plot of AP for various classes on PASCAL VOC 2012
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Figure 3: Plot of AP for various classes on PASCAL VOC 2007
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Figure 4: Output Bounding boxes for exCAM and WILDCAT, Groundtruth are shown
with red while predicted is shown with green
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Figure 5: Output CAM for exCAM and WILDCAT, Groundtruth are shown with red
while predicted is shown with green
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Class | aeroplane | bicycle bird boat bottle | bus || car cat chair || cow || dintable g
ExCAM 1.0 0.89 0.87 0.88 0.58 || 0.76 || 0.73 0.89 0.87 || 0.89 0.89 0.75
Class horse bike person || pottedplant || sheep || sofa || train || tvmonitor | mAP
ExCAM 0.9 0.95 0.98 0.78 0.92 | 0.83 | 0.96 0.6 0.85

Table 3: Point based localisation metric for various classes

Method mAP

Deep MIL[10] 74.5

ProNet[11] 77.°7

WS Localisation[12] | 79.7

WILDCAT|2] 82.9
ex-CAM 85

Table 4: Comparison of ex-CAM with WILDCAT and other methods on mAP based on

point based localisation metric
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3.8 Other Experiments
3.8.1 Making feature maps mutually exclusive

The WILDCAT prediction in the Durand el al[2] paper claim to give MC feature maps
in which each M feature maps extract different parts of the same object. However in
practice all the M feature maps are almost exactly same. The reason for this is that
in the WILDCAT model there is no constrain or measure to make the M feature maps
mutually exclusive. To address these issues we try to make these maps mutually ex-
clusive. To do this we find pairwise L,(or L) loss between feature maps thus we have

2
Lpw = Y [IFi —F;ll3
(i,J)€l1,2,. M) x(1,2,..M}

We subtract the above pairwise loss to the binary cross-entropy loss L after multi-
plying it by a hyper parameter A and thus the finalloss-

L=Lpc—Lpw

L= ) |lyilogPwi ) (M;joF;)

iell,2.Cl jell,2,..M}
+(1-y)log(1—-Pu{ ), (M;joF;j)}]
jell,2,..M}
-A- Y |IF; - Fjl13

(i, jlell2,.. M1x{1,2,..M}

But in order to use this we need hyperparameter tuning of A which is will take many
iterations. We did’t proceed with this work after many trials.

19




C feature maps

_ Feature GAP {I.:Iisesl
Classifier A Discripto =
Original
Iimage
Classifier B
Important Discriptor
portion
removed v
Image AM B|
C feature maps
Bounding
CAM GAP Boxes

Figure 6: Figure Model Architecture for WILDCAT + ACoL combination

3.8.2 Combining the idea of adversarial complementary learning and WILDCAT

The problem with WILDCAT was that the CAM obtained were very small and cover
only the most discriminative regions. In order totodo thiswe train WILDCAT as classi-
fier A. Extract CAM from this. We then resize this to original image size and do thresh-
olding to drop important regions. After this we do hadamard product of this binary
mask with the originalimage. Now thisimage will have the important regions(detected
by Classifier A) removed. Now we train another WILDCAT classifier B on these new
images and again extract the CAM from this classifier. Now we do Average Pooling of
CAM obtained from classifier A and classifier B. This approach gave bigger maps as
compared to the WILDCAT. However there was not a great improvement moreover in
the case were the classifier A has sufficiently big CAM the classifier B will be forced to
extract unimportant regions which will lead to poor CAM. This problem will be more
common in case of multi label dataset. If two classes are similar say class 1 and 2 and
if the classfier A covers the object of class 1 well then the classifer B will be forced to
extract the region of object of class 2. Thus the final map will have regions of both class
1 and 2 object.

20




3.8.3 Combination of Cloe et al with WILDCAT

The problem of smaller CAM in WILDCAT can be also be resolved by combining the
concept of WILDCAT with Cloe et al[6]. In this architecture after getting MC maps
from WILDCAT backbone we do the following-

*Suppose the j,;, feature map of i*" class s F;; then we pass it through a sigmoid to get
importance map I;;.

*By thresholding this importance map we obtain a dropout map M;;. M;; is a binary
map that drop the important region and represent them by 0.

*Werandomlyselect one of the two importance map and drop out map and dohadamard

product with the feature map F;; to obtain new feature map Fiijl.

FAU = rand.om(IU,MU]eFU

Now these new feature map set {F}j(i, D efL2,.., M} x{1,2,..., M}} are subjected to in-
tra class GAP to obtain C feature maps. These C feature maps are further subjected to
WILDCAT pooling.

During training we train this architecture for classification. During testing we don'’t
perform randomization and hadamard product instead we directly use F;; and sub-
ject it to GAP and WILDCAT pooling as explained earlier. This method led to over ex-
pansion of the feature maps and we did't proceed with this method.
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4 CHAPTER 4: Conclusion and results

4.1 Object Localisation on PASCALVOC 2012 and 2007

We ran the ex-CAM and WILDCAT model on PASCAL VOC 2012 and obtained
the result shown in Table 1. In all of the object categories the ex-CAM prediction are
much better than WILDCAT. Over all the mAP for ex-CAM is 0.7 while for WILDCAT it
is 0.53. So there is a significant improvement as compared to WILDCAT. We also eval-
uated the model on point based localisation metric as used in "WILDCAT" paper and
results are shown in Table 3. A comparison with WILDCAT and other model on point
based localisation metric is shown in table 4. As we cansee ex-CAM has out performed
WILDCAT and the other models with significant margin. The AP for each class for ex-
CAM isshownintable 3. The point based object localisation metric however does not
considers the quality of bounding boxes. This is the reason why the difference of lo-
calisation mAP for ex-CAM and WILDCAT increases when we use IoU instead of point
based localisation metric.

We also ran the ex-CAM and WILDCAT model on PASCAL VOC 2007 and ob-
tained the result shown in Table 2. In all of the object categories the ex-CAM predic-
tion are much better than WILDCAT. Over all the mAP for ex-CAM is 0.69 while for
WILDCAT it is 0.27. So there is a significant improvement as compared to WILDCAT.
The person category shows a minor reduction is due to the fact that the pascal voc
2007 bounding boxes are itself noisy. If there is a group of people in the background
and there is also one or more person that cover majority portion of the image then the
groundtruth bounding boxes cover only these persons not the group. However the
model tries to cover all which reduces its IoU and lower the AP,

4.2 Trainingand testing

The model uses resnet101 architecture. We remove the last pooling layer. The
output 7x7x2048 maps from this resnet are subjected to 1x1 convolution to obtain
7x7xMC maps. These MC maps are subjected to intra-class sequential dropout. Now
we perform global average pooling(GAP) to get C feature maps. These C feature maps
are subjected to WILDCAT pooling to get a vector of C dimension.

During training the ex-CAM is trained for classification. For testing we extract feature
maps which is used to get CAM which are passed through sigmoid and thresholded.
The resultant binary mask is used to obtain bounding boxes.

The model has been trained on 48GB A6000 Nvidia GPU. It occupies 18GB of

GPU memory at batch size 16. We have taken k+=k-=0.2 for WILDCAT pooling and
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a = 0.6. The number of feature maps M is 8. During training we train the model as a
classifier. During testing we extract feature maps which are used to obtained CAM.
These CAM are used to obtain bounding boxes.

4.3 Conclusion

The proposed ex-CAM model shows significant improvement in CAM over WILD-
CAT. Due to intra-class sequential dropout the model not only covers the most dis-
criminative part but also the other parts of the object. The same model can be used
for classification and localisation task. This shows that the idea of intra-class sequen-
tial dropout is a general way to improve CAM.

Future work would include changing the base model from WILDCAT to some
other model. For improving the bounding boxes one can do segmentation of the area
covered by CAM with high probability. This would improve the CAM and improve the
localisation mAP. The future works can include hyperparameter tuning of architec-
tures shown in Other Experiment sub-section under Model Architecture section.
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