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SUMMARY. Givon two quuiratio forms 0, =’z and @y = &'Dx ono of which (soy Qy) is
p.d., it ia woll known that both are simul! iblo to forma ining equaro torma only by & real
non-singular transformation and also by contragrodient transformations. In this paper, nocostary and
suMciont conditions are obtained for other casos such as (s) @, arbitrary, Qs nn.d., (b) @, arbitrary,
Q4 non-singular, and (<) @, and @, both arbitrary.

For a pair of symmotrio ratrices A and I} of the same ordor and B n.n.d., the paper introducos tha
concopt of & propor oigon veluo and & propor oigon voctor of A with roapoct lo B. Surh oigen. Vertorl

aro shown to d ino the roquired ion for tho si uction of
forma.

1. INTRODUOTION

Givon two quadratio forms @, = 2’4z and Q, = a'Bx ono of which (say Q,)
is p.d,, it is well known that both are simul ly reducible to forms contai
square terms only by a real non-singular transformation and also by contrngredjcnz
transformations. In this paper, necessary and sufficient conditions are obtained for
theso results to hold true in respect of a pair of quadratic forms @, and Q, none of
which may be p.d.

Tho following notations will be used throughout the paper. For a matrix
G of order nx 4 and rank r,

R(@) ropresents the rank of G,

A G) represents the lincar space generated by the columns of G,

G- ropresonts a g-inverso as defined by Rao (1862, 1867), snd

G* represonts a matrix of order n X (n—r) of rank (n—r) such that G'G* = 0.
I, ropresents & unit matrix of order r.

A matrix @ is ealled semi-simplo if it is similar to a dingonal matrix, i.e., there exiats
a matrix L such that L-GL is dingonal. A quadratio form is said to bo non-
nogative definito (n.n.d.) if it does not take negativo values and positive definite (p.d.)
if it takes only positivo valucs.

Tho concept of proper cigen values and vectors of a symmetrio matrix A with
rospoct to a n.n.d. matrix B is dovcloped in Section 4. It is shown that proper eigen
voctors of .1 with respect to I¥ determino the transformation for simultancous reduc-
tion of the associated quadratio forms.
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Tho results obtained in this paper on simultancous reduction of quadratio
forma Q,, Q, aro summarised as follows.

n.s. condition for Foducibility

[ [« singlo i gror "

arbitrary nad RAR )= 1Dy ABY) R(AM= R(BAR)
(Thearom 3.2) (Thoorern 3.4)

nad. ond. always possible always pomsible
{Thoorom 3.3) {Thoorom 3.5)

arbitrary non-singular AB is semi.simplo AR is semi-simplo
{Thoorors 5.) (Thoorem 5.3)

arbitrary arbitrary R(AB")= R (B'yABY) R(AD)= R(BAR)
(A—an' (B'yap'r-pynn- A is somi-simplo
i» sormi-simplo (Thoorera 5.2} (Thoorem 5.4)

2, SOME PRELIMINARY LEMMAS

We shall state and prove certain lemmas which are needed elsewhero in this
paper, and which are also of some independent interest.

Lerama 2.1: If X and Y are malrices such that R(AX)=R(YA) = R(YAX),
then the matrix AX(YAX)~ YA is invariant under the choice of the g-inverse. If
R(AX) = R(X’AX) and A is symmelric, 50 is AX(X'AX)-X'A.

Proof : Lat (YAX)y and (Y.AX)7 bo two different choices of the g-inverse.
Observo AX(YAX)y YAX(YAX); YA = AXYAX); YA = AX(YAX); YA using
Corollary 12.3 of Mitra (19G8) to noto that (YAX); ¥V and X(YAX); are g-inverses
of AX and YA respectively. Symmetry of AX(X’AX)" X'A follows from the
fact that a symmotric matrix will always have at least one (possibly infinitely many)
symmctric g-inverse.

Lomma 2.2: If R(AX) = R(X'A) = R(X’AX) and P be a projeclion operalor

projecting arbitrary veclors onto H(X), then
AX(X'AX)™ XA = AP(PAP)- PA.

Proof: Sinco X'AX = X'X(X'X)-X’AX(X'X)"X'X (sco Theorem 2b of

Rao (1967))
RIX(X'X)-XAX(X'X)X') = BX(X'X)X'AX) = R(X'AX).

Henco ropeated application of Corollary 1a.3 of Mitra (1968) will show that
(X' X)X XX X)X AX(X X)~X’']-X(X’X)- is a g-inverso of X°AX. Lemma 2.2

follows from Lemma 2.1, onco X(X".X)~X"’ is idontified as tho projection operator
P (sco Rao, 1067).
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Lomma 2.3: Lel B; be a symmclric and reflecive g-inverse of a symmelric
and n.nd. matriz B. Then the following stulements are true.
(a) B, is nad.
(b) If B; =YY’ be a rank faclorisation of I3;, then there exists a loft inverse
C of Y such that C'C is a rank faclorisation of I3 and conversely,
(c) B;7 = G'BG for some g-inverse G of B and conversely.

Proof : (s) is trivial. For (b), consider a rank factorisation b = D’D of B.
Sinco YY'D'DYY' =YY, Y'D'DY =1, whero r= R(B)= R(B;). Henco
Y’'D' =L whero L is orthogonal. Then € = LD is tho required matrix for
Y'D'L' = I, and (D'L’) (LD) = B. The converso is casy. (c) and ita converso
follow from Theorem 2b of Mitra (1968).

Lemma 2.4: Let A be a symmeltric malriz of order n, € of order nxr and X

of order’ rxn such thal XC =I,. Then
MAC) C SX') = B(C'A) = R(C’'AC).

Proof : The === part is trivial. To prove the &= part we noto that it
suffices to show that tho rank condition implies tho existenco of a rxn matrix ¥
such that /(AC) C .s(Y’) and ¥'C is non-singular for X = (¥C)-'Y is a left inverso
of € and (X'} = /(Y’).

If R(C’A) = p, choose p lincarly independent rows of C’4. Let theso form

the rows of a matrix ¥,. Take ¥ = (:,‘) where Y, is of order (r—p)xn and is
3

80 chosen that ¥'C is non-singular. For example let (}‘) C=W= (2") where
n

clearly R(JW)=r. Since R(C’A) = R(C’AC) = p==) R(IV,) = p, ono can chooso
r—p independent rows of € such that these rows together with the rows of 1Y, deter-
mine a non-gingular matrix of order r. Tho corresponding r—p rowa of Iy may bo
taken to constituto tho rows of Y.

3. SIMULTANEOUS REDUCTION OF TWO QUADRATIO FORMS ONE OF WHICI 18 n.n.d.
Let X’AX and X'BX be two quadratic forms where the matrices A and B
are of order # and the rank of Bisr < n. Let B* bo a nX{n—r) matrix of rank n—r
such that BB* = 0. Tirst we consider the caso where B is n.n.d.

Theorem 3.1: Let B be n.nd. of order n and rank r. Then there exisls a
rXn matriz L of rank r such that LBL' = I,, the identity malrix of order v, and LAL’
is diegonal,

Proof : Sinco B is n.n.d, thero oxists a nxr matrix € such that B = CC’.
Let D of order rxn bo a left inverso of C, and A bo thoe diagonnl matrix of eigen
values of DAD'. There exists an orthogonal matrix M of order r such that
MDAD'M’ = A. If L =MD, then LAL' = A and

LBL = MDCC'DM' = MM' =1, we (3.0)
which proves tho theorom.
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Theorom 3.2: Let B be n.nd. Then a necessary and sufficient condition that
there exisls @ non-singular iransformation T such that TAT' and TBT’ are both
diagonal is

R(NA) = R(NAN") . (3.2)
where N’ is wrilten for B* for aimplicity of notation.
Proof : The necessity is easy to establish. To prove sulficiency, consider

S= ("‘;‘v) e (3.3)

whero L is as defined in Theorem 3.1, G is rX(n—r) matrix, and & is of order
(n—r)Xn and rank n—r. If tho condition (3.2) is satisfied, then G can be chosca

such that
E 0
= X
S48 (0 F) (3.4)

where E and F are symmotric matrices, whilo

1, o
SBS = .

Let M and Q be orthogonal matrices such that MEM’ = A, end QFQ’ = A, are

diagonal, and chooso
T= (n o 0) S. e {3.5)

Then it is easy to sco that

, (A, O , (I, @
’I‘A’I'—(o A’), ’I'B’l'—(o 0)

which proves the theorem.

Theorem 3.3: Let A and B be both n.n.d. matrices. Then, there always exisls
a non-singular transformation T such that TAT' and TBT' are both diagonal.

Proof : It ia casy to show that ASYNA) = ANAN') when A and B are both
n.n.d., so that the condition (3.2) is automatically eatisfied.

Theorem 3.4: Lel B be n.nd. Then a n.a. condition for the existence of a
non-singular matriz T sub that TAT’ and (T')- AT-! are both diagonal (s.c., A and B
are reducible by contragredient transformations) is

R(BA) = R(BAD). e (36)

Proof : Necessity is casy to ostablish. To prove sufficiency let B = CC'.
It is ensy to scothat the condition R(I3A) = R(BAD) = R(C'A) = R(C’AC) and
benco by Lemma 2.4, a loft inverso L of € exists such that /{.1C)C /L)
Congidor the partitioned matrices

S=<;>, St=(C: F)
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s0 that LF = 0. Sinco JJ{AC)C sYL), LE = 0= C'AF = 0. Then

. {1, 0O
SBS = (0 0)
c'AC 0
3 =1 1 -1 —
(545 = ( . ,.,l”.).

Let M and Q be orthogonnl matrices such that M'C'ACM and Q'F AFQ aro dia-
gonal, Then the required transformation is

ar o
e(20)s

Theorem 3.5: Let A and I3 be n.nd. malriccs. Then there alicays exists a
non-singular tranaformation T such thal both T BT’ and (T')* AT} are diagonal.

Theorem 3.6:  Whatever may be the choice of the transformation T in Theorem
3.4 salisfying the conditions

,_ (I 0 . a_{ M 0
Tur_(o o) (T)l,n"_(o A') . {3.7)

the non-zero elements of A, are preciscly the non-s¢ro cigen valucs of the malriz B.A.

Proof : The result is established by considering the product THBT(T')2AT-?
=TDAT-.

The following theorcm is well-known and is reproduced here for completeness
of results on simultancous reduction of quadratic forms.

Theorem 3.6 : Let A and I} be real symmetric malrices of the same order.
Then there cxists an orthogonal matrix L such that both L'AL and L'BL are dia-
gonal, if and only if A commutes with B. In the latler case AD is symmelric and
L'ABL is also diagonal.

4. EIGEN VALUES AND VECTORS OF A MATRIX WITH RESPECT
TO n. n. d. MATRIX

Let A and B bo two squaro symmctrio matrices of which B is n.nd, LetA
be a constant and 10 bo o vector such that
Ao = ABw, Bio #o. . (41)

Then A is called a proper cigen valuo and to, a proper cigen vector of A with respeet
to I3. Xt is scen that thero may exist n vector 1o such that Jdie = 3o = o, in which
caso the cquation Aw = Alhwe is satisfied for arbitrary A. Such a vector 1o is called
an improper cigen vector, Tho spaco of improper cigen veetors is precizely the
interseetion of tho spacca .f(.A*) and JJ(13*). Wo shall now atudy the proper
eigen valucs and vectors.
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Theoreme 4,1 : Let R(B)=r and R(NAN') = R(NA) where N’ is wrillen
Jor I3t, Then there are precisely r proper eigen values of A with vespect to I3, Ay, Ay, Ar
some of which may be repeated or null.  Let ¢y, ey, ..., 10y be the corresponding eigen
vectors, each of which is standardised, ie. wil3 wy=1,i=1,2,...,r, and W be the
nXr malriz with the eigen vectors as columns. Then

WnBW=1I, WAW=A,, WAN'=0 o (12)
where A, is a diagonal malriz of the eigen values A, A, ..., A,.

Proof : We mako usc of Theorem 3.2 which establishes, under the condition
R(NAN') = R(NA), tho existenco of A matrix T such that

L (A 0 A )
- = = =Up o (4
TAT (0 A.) U, TBT (o 0) U, (4.3)

Let us consider tho matrices U, and U,. Tt is casy to sco that the proper eigen values

of U, with respect to Uy are the dingonal values of A, which are r in number and the
. . 1, .

corresponding proper eigen vectors can bo chosen as the columns of ( 0') Further,

there are no improper cigen vectors if A, is of full rank. We choose

1, e I .
wW=T (o ) =(T;: T3 (0')=1'.

so that WAW = A,, WDBIV = I, and W’AN’ = 0. Now,
I, I
U, (o'> =0, (0') A,
(1 . 1
ie., TAT (o') =T8T (o'> A,

TAW = TBIWWA, = AW = BIV'A;

which showa that A, is the matrix of proper eigen values of A with respect to B.
Note that each colurin of BIV is non-null, since W’ BIV = I,, and the theorem is
cstablished.

Theorem 4.2 : Let the condition R(NAN') = R(NA) be satisfied. Then the
non-null proper eigen values of A with respect lo I3 are sume as the non-null eigen values
of (A—AN(NAN')-NA)B- and vice versa, for any choice of the g-inverses involved.

Proof : Yot I = I—AN(NAN)"N. Then HAN’ =0= Il = DB for
some matrix 1), Also DI} = BD’ sinco I1A is symmetric by Lemma 2.1.

Let A Lo a non-null cigen value of H:AB~. Then HAB-2 = \o =)
NHAB-x = ANT = 0o ==& = Bz for some z. Choosing 10 = H'I-x, wo have

Dw=DII'B-x =DBBx=BDB-"Bx=Ds=x
dwe AI'B~x = HAB~x = Ar = ABw o0 .
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which shows that A is & proper cigen valuo of .1 with repect to I3,
To prove the converse, let A bo an eigen value of A with respect to 3. Then
Arw = ABw for somo veetor ie, and
HAB-I3io = DBB-Bw = Dlhw = HAw
= d1wo—A(NAN")~N(AB0)
= Aw = ABw
which shows that A is an cigon valuo of H.112- with the corresponding cigen vector
Do,
Noto that
(A= AN'(NAN')-NA)B- = (A= APPAP)-PA)B-
where P is tho projoction operator, P = I—I(B%)-I3, so that wo could have used P
instead of V in the statement of Theorem 4.2,
Theorem 4.3: The necessary and sufficient condition that there are no improper
eigen veclors is that the rank of NAN' is full.
The result follows since thero aro no improper eigen values when A, in (4.3)
has full rank.
Theorem 4.4 ;. Let R(NA) = R(NAN'), W be the matriz of standardised proper
eigen veclors of A wilh respect to B and A, be the corresponding diagonal matrix of proper
eigen values. Then the transformation

I, 0 W
T= (0 M) ( N) . (44)

where M is the orthogonal matrix such that MNAN'M’ is diagonal provides the simul-
taneous reduction of A and B :

Y/ , {1, 0
TAT = (o A’), TRT = (0 o) . (4.5)

where A, {8 the matriz of eigen values of NAN'.

Theorem 4.4 which is simply a restatement of the results in Theorems 4.1
and 3.1, establishes the relationship between the transformation T and the proper
eigen vectors of A with respect to I3.

5. SIMULTANEOUS REDUCTION OF TWO ARBITRARY QUADRATIC FCRMS

In this scction we catablish the conditions under which two acbitrary qua-
dratio forms can bo simul ly reduced by cogrediont and contragredient trans-
formations.

Theorom 6.1:* Let A and I3 be a pair of real symmetric matrices and BB be
non-singular. Then there exisls a non-singular matriz T such that TAT' and TDBT'
are diagonal if and only if AI}7! is semi-simple.

*Thonrama 5.1 ane 8.2 aro duo to O, 0. Khatri. Tho authors wish 1o thank Khotri for sllowing
thora to includo his unpublished rosulta in this paper. The proof of Thoorem 5.1 in tho snmo as that givon
by Khatrl whilo tho proof of Thonrom 8.2 ia matarinlly diffaront from and in om0 reaports an improvement
avor the original proof of Khatri.
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Proof: Tho ‘only if’ part is trivial. To prove the ‘if’ part we proceed as
follows. Sinco A B-! is somi-simple thero exists a non-singular matrix L such that
L(ADB-Y)L=D,is dingonal. Write L. == D,LI} and observe that LAL'=D LBL/,
is symmetrio. Thercfore

D,LBL' = (D, LBLY = LBL'D,
sinco D, and LBL' aro symmetrio. The matrices LIBL' and D, commute and by

Thorem 3.6 thero exists an orthogonal matrix M such that MLBL'M’ and MD M’
are diagonal. Clearly MLAL'M = MLBL'M'MD M’ is also diagonal.

Theorem 5.2: Let A and I} be a pair of real symmeiric mairices. Then a
necessary and sufficient condition that there exisls a non-singular transformation T such
that TAT' and TBT' are both diagonal is

R(NA) = R(NAN') . (8.1}
(A—AN(NAN)-NA)B- . (5.2)
12 semi-simple where N’ is wrilten for BB*.
Proof : Necessity istrivial, Toprovesufficiency let us write P=A— AN (NAN’)=NA.
We note that since 'V’ = 0, I' is of the form JB. Henco if B~ be a g-inverse
of B, B~ =JBB-=JB(B~YBB-=TCDB; where D7 as in Lemma 2.3 representa
& symmetric reflexive g-inverse of B. e may assumo therefore that (5.2) holds
true for some such g-inverse I, of IB. Since I is rcal and symmetric we can
express I as
B =CDC e (6.3)
where €'C = I, and D is diagonal,

Let us write By =YAY’ whero Y'Y =1, and A is diagonal. BD;B=D—
CDC'Y AY'CDC' =CDC’' = CYAY'CD = ,= CYAY'C = D' = A =
(CYY\D-YY'C)t == B; = Y(C'Y)"'D-XY’C)'Y’. Writing Z = Y(C'Y)!

By =ZD-'Z’ with C'Z =1,. v (5.4)

Z-GN
5= ("37)

where G = Z’AN'(NAN’)~ and observo that if (5.1) is satisfied

., [E 0
SAS=(0 F)

where E = Z'TZ and F = NAN’ are symmetri¢c matrices whilo

, (D 0
SnS' = (0 0)
since 2'BZ = Z'CDC’Z = D and NB = 0.

* 800 also Gantmaclcr (1959), Thoorom 7, p. 53,
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If ED-! ia scmi-simplo, then by Theorom 5.1 thero exists a non-singular
mntrix 3 such that both MEM and MDJM’ are dingonnl. Let Q bo an ortho-
gonal matrix such that QI'Q’ is diagonal. Clioose

M 0
T = (0 Q) S
and check that TAT' and TBT’ are diagonal. To complete the proof of Theorem

6.2 it remains therefore to show that (5.2) implics the semi-simplicity of ED~1, which
ig true sinco if FZD-'Z’ is semi-simplo,

z an [Z\ (% . ZTZD 0
<N> rZp-z (N) = (o) rzp-yl 0)= ( o o)

is obviously semi-simple.

Theorem 5.3 : Let A and B be a pair of real symmelric matrices and I3 be non-
singular. Then there exists a non-singular matrix T such that TAT’ and (T°)"* BT
are diagonal if and only if AD is semi-simple.

Proof : Theorem 5.3 follows as o simple consequonce of Theorem 5.1

Theorem 5.4: Lel A and I3 be a pair of real symmelric matrices. Then a
necessary and sufficient condition that there exists a non-singular transformation T such
that TBT' and (T’)-t AT -1 are both diagonal is that

R(BA) = RBAB) o (8.6)
AD is semi-simple. v (5.8)

Proof : Necessity is ensy to establish, To prove sufficiency determine €
a8 in (5.3) and note that

(6.5) & R(C’A) = R(C'AC).
Honce procceding as in the proof of Theorem 3.4 ono can determine S such that
) D 0
SBS' = (0 0)

c'AC 0
"y=1 -1 —
(S48 ( ° F,AF).

Note that (5.6) =

s s cmcpar _ [CACD 0
(S)'AS'SBS_< o o)
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is semi-simple. llenco C'ACD is semi-simplo, Since I is non-singular, by Theorem
6.3 there exists & non-singular matrix M such that MDM’' and (M')-? C'ACM-!
are diagonal. Let Q Lo an orthogonal matrix such that Q'F'AFQ is dingonal,
Then the required transformation is

M 0
(2 2)s
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