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SUMMARY. This paper finds tho distribution of the moet signieant digit of some functions
of random voriablos Xy, Xa,. .. X, whoro thoso varisbles ars indepondent and dirtributed uaiformly
in {0, 1). Tho probability that tho most significant digit of Y is A (A =1,..., 9) has boon found, whore ¥,
is dofinad as tho product of raciprocals of n such rendom veriabloa. It has beon shown that this probability
distribution tends to log,, (A +1)/4 san und. to inflnity. Similarly if Z, ls dofined 9 Zam X,/ X,f.../Xa,,,
it bas boem proved that the ibution of the most »igni digit of Za alio
tonds to ths sams limit as n tonds to infinity, More gonerally it is found that if V|, Vy,...,Vs aro dofined
o VimB[X,.., VumVusiXa whoro B is aay readom varisblo dofised on the positive axls of
the real ling, the of the moe? s digit tends to log;o (4 +1)/4 aa n tends to
infinity,

Beonford (1938) observed in statistical tables that more entries start with
smaller significant digits. The proportion of entries with most significant digit
A(4d =1,2, ..., 9) is approximately log,(4+1)/4. His findings created interests
among xaany persons and they tried to find the reasons for such an ‘abnormal law'
(see, Furry and Hurtwitz, 1946 ; Goudamit and Furry, 1944 ; Pinkham, 1961;
Flehinger, 1966).

In 2n earlier paper (Adhikeri and Sarkar, 1068) the distribution of the most
significant digits were found for some functions of random variables distributed uni-
formly in {0, 1), Xt wes shown that if g, , and g, 4 are defined 88 g, = X] and gy, =
X, X, ... X, where X, X,, ..., X, are sl independent and uniformly distributed
random variables from (0, 1), the probability that the moat significant digit of g,,, ia
A tends to log,, (A-+1)/4, as n tends to infinity, and the same is true for Oy Inthe
present paper the author finds the distribution of the most significant digit of somte
other funotiona of these random veriables.

For our convenience, unless otherwise mentioned, we shall use the same symbol
S to denote the probability density function of any random veriable. We shall also
use the following symbols :

41 o positivo integer lying betwsen 1 to 9;
mad. (y): wost signifiosnt digit of y;
lnz=logx;

0 = (4 1)1-t— A2t 00
0= p g @ g o=t
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X, = uniformly distributed random variable in (0, 1), which is independent
to any other X;(j # ) i.e. the probability density funotion of X; is

given by
1lifo<y <1
fiz) =
0 otherwise

. 1 1 1
¥, = s random variable defined as X" XX,
Z, = a random variable defined by the recursive relation Z, = Z, ,/X,,,
U(0, 1) = uniform distribution in (0, 1).
We shall first find the distribution of the random variable ¥,. It can be easily seen
that the density funotion f, of ¥, is given by
-1
(ln )= fl1<y<mw
) = § B0
0]
0 othe: wise.
The result can be seen to be true forn = 1 and 2. Using the method of induation (1)
ocan be established since the joint density funotion of ¥, and 1/X,,, = W is given by
1 (ngyt

1 - N
[y = fyplandwel

flyw) =
0 otherwise
if (1) holde for n = 1,2, ..., 1.
Hence the joint density funotion of the transformed variables ¥,,, = Y,.W and
T = W, is given by
11 (lny—lngr
YRR A

for 1 tgy<

0 otherwise.

From above, the marginal distribution of ¥,,, can be found by integrating f(y, ¢)
with respeot to ¢ in the range 1 to y, which yields the reault given in (1).
Define
Pa(4) = Prob {ms.d.(¥,) = 4}.
The m.s.d.(¥,) will be 4 if ¥, lies in the interval [4, 4+1) or [104, 10{4+1))
eto. i.e. if Y, lies in any of the interval [4.107, (4--1) 10") for r = 0, 1, ..., c0. Hence

- 410" (In y)r—t
Pl = Lol T

1 4 1 0"
= ot 5 |-y Uoor+a—10o y)n--+...+<n—1m];‘:"
.1
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=.§:o [—% {‘+l“y+...+ (In yin2 ]Umw

-1t
(a—1) Aad

et loy - td+10”
1—¢ ]

[—% X coeffioient of ¢! in

i
Z,Ma

for|¢] <1

- N . emlopii-8 + daane”
= — L
= Ea [ coeffioient of 1! in. = ]

41y

= oosfficient of {51 in % for [4] < 1, where

_ (A+I)I—C_Al—l 10—t
= e o1 - (2)
Using the same method as has been done in the earlier paper (Adbikari and Ssrkar,
1968) we can find Lim pa(A) here.

LX)

Let
o) = oytad+ol+...
then 2ald) = Gyta +... 46, .
Honce nli_r’n. Pald) = oty Faat-...
= lim g¢{t).
t—=1
. e 10 (A 1-t—gi
But xll,m. q(‘)_.h_?, 1011 " A, (A1)~

A+1
b = 1o A+41
&0 BT g

Hence we have the theorem :

Theorem 1: If Y, i defined a8 y,.=XL.xL - g whers X, Xy, ., X
1 ] L]

are all independent and identically distribuled random variable in U(0, 1), then
(i) the probability denaity function of ¥

-1
izl—y)l’;y’ Y1<y<w

faly) =

0 otherwise
and for A=12,..,9;
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(ii) probability {the m.a.d. of Yo = A} = pn(4)

= r-i-ﬂ [—Tl {H’h‘ ¥+t ('("‘.9_)“1;‘ }](‘m-uv

440

(A41)1~t— a1~ 1004

= conffient of ¥ in S T e 1o el <
and
. _ 4+1
(i) i pald) = logie ——
Lemma 1: For any fixed integer n, )Eol%iabounded.
Proof : For any fixed integer », and 0 <z <1
2 e & E Ar1)r42) ... (rHn—1).
=0 o
- 1
But ’ir(r+l)... (r+n—l)z'=m.
& 1 10941
Henoe, Ew<m=m<l.ﬁ
(1)
for any positive integer n.
Lemma 2: For any positive inleger n and for D= 1,2, ..., 10
@in (D 10 2. w)}w- _
z —Dw [2hn(DlO’)+ B R ]<B(n 1,

where B is a finite number,
Proof: Let a= 2In 10 and

In (D107
CurD) = i [2laDao)+ BRI, RO
8inee D=1,...,10,
10)n-4
OndD) < g5 [Hr+1)In 104241 L2 LT A az,_{)l ]

= g (eI Bt ]
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gril o 2 (r+1p anl = (r41t
2 OnAD) < D‘[”f. wta E e T +(n-1)1,_, o)

“
< B [etgr- +(n—l)l]

o = 4.605.

and
With the help of the above two lemmas we can prove the following theorem
= X,/X,,

Let Zy, Zy, ..., Zn be n random variables defined s 2,

Theorem 2 :
Zy = ZyXy, ..., Zn = Zn.ofXnyr. Then
(i) the probability density function fu(z) of Zy is given by
21. ¢ 0<sl
5 = i
R ,21 21 (’Y’)’ i l<z<wm
0 otherwise
(i) Prob {the m.a.d. of Zp = A} = qald)
1 - (ln z)»-1 (4+n.30"
=ik [ Jltmett o }]
= (2in yn-ty s’
5.5 [y femer+ G )]
and
" . A+1
i) . 0d) = log
Proof : (i) It is easy to see that
> #0<z<1
=1 g fl<z<w
otherwise
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and fy(z} is given by
1 o<1

fiz) = —;;I-g-ﬁ fle<z<o

0 otherwise
which shows that (3) holds for n = 1 and 2. We use the method of induction to prove
this. If (3) holds for n = 1, 2, ..., r then the joint density function f{z, ) of Z, and
Xy I given by

%' fo<zgland0 <z <1

Mea)=9 1 (nzy
zrz,+,_,z,,2lzll i fz>land0 <z <1

0 otherwige.
Hence the joint density function fr,(, y) of the transformed variables Z,,, = Z,/X,,,
end ¥ =Xy, is
fo<z€land <y <lor

¥y
e z fz>1and 0 <y < 1z
s ¥) = 1 1 (In 2y 1
L -1 0 YY i 2
Ty 2'_,z,y’E‘2 =3 1fz>landz<y<l
0 otherwise,

Hence the marginal distribution of Z,,, ie
1

w1 if0<zg1
Jrafe) =
-y (Inz) .
o B Y fz>1
0 otherwise.
(i) Probability {the m.e.d. of Z, = 4}

= g,{4)

Ll (4410 1 & dane | (21n y)-!
i, #RE II g (et dy
L 1ler1 _ " (2 lng)a-1yq 4+’
=im 5 5|y (e-vrer-neng. 45000 }]m

1 arl 4400
=555 [+ vt tlaygry]
da0
1371 (Slny)"-‘ 4411107
+2"r§n[.'l e ) }]

= Po1Qu4)+ R (4)
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where P, = T)l—

Qud) = __'i [%{1+hy+_"+ ((1:1);)-!1 }]um.m'

A’
_ 1= (g[ny)u-l A+100"
and R'“’"ﬁ,i[ {r+21myt e’ (=1t }]Aw

(i) Lim g(d)= lim P + lim @ (4)+ lim R (4)
—e —re —o Ao

—e 0.28
and @,{4) defined above can be seen to be same as p (A4) defined in Theorem 1. Hence

. 441
lim @,(d) = logys :
e

But lim P,= lim 1L o
ot

Again, R, (4} oan he written as

1r 1 28-Y(In A 1)r-1
R,(A)=F[A—_I_l—{l+2ln(A+l)+...+ (;;Zi)T"}

2n-Yln 4)n-t }'l

o LT e+ as (o 3

Vs . ;
+3 [ £ Cur 4 +1=T Cur )]
(zln(DlO')}’+ N {20 (D071

(n—1)t J :
16.(4.605)¢
a

whero Cye(D) = Dlm‘r [21n P10y

In Lemma 2 it has been shown that £ 0,s(D)<B.(n—1)where B= < 300,
r=1

for all positive integer » and for D = 1,2, ..., 10. Also it is olear '-hat -Z C.D)>0

for n=1,2..... Honce gz £C.r(4+1) and g E Cus(d) both tend to sero as n
4+1

tends to infinity. Hence hm R,(A)=0and h.m gufd) = 103”
Corollary 1: Z R,(A)=—— Jorall n=1,2,.
a=1
Proof: Forslln, & gd)=1= % o+ £ G+ R4
=1 A1 B 4 a=t
LS
= g,.+1+A_‘ R,(4)
L)
SR (4) = — 5
A=l
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It can be seen easily —by veing the same method as earlier—that if u, is defined

%y = b/, X, .. X,, thon lim Prob {the m.s.d. of , = 4} = logy, 2L o
b

From this the following theorem can be proved :
Theorem 3 : Le B be a random variable whose domain is positive real numbers

and let random variables V, Vy, ..., V,, ... be defined as V, = BX,, V, = V|/X,, ...
V.=V, X, where X;, Xy, ..., X, are independent and identically distribuled random

variables from U(0,1). Then
lim  Prob {the mad. of V., = A} = log,, AFL
e A

Proof : Consider the probability {the ms.d. of V', = A|B =b}. This oondi-
tional probability tends to log,oA—jl, which is independent of 4. Hence the un-

conditional probability also tends to the ssme limit.
The two earlier theorems are partioular cases of this theorem.
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