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SUMMARY. Tn this paper wo provo the fullowing results.
1s) G = A+ if @ = A7 and [GG*Y = [(APA)7]- for somo positiva Integer » > 2.
() @ =AY ifG = A7 et GYHGGY) = [(A24) A%]- for somo positive Integer ».
S, (G AT ol G A% i nud only f @ = A- and GG* m (AVA),
3. GwmdArifend onlyif G = A and GG* o 1% A,
4. K GG* = (A%A) and GHGGY) = [(A%A) AVT- thon G = AT wad ) = A7,
co
5. Lot A bo & matrix such that Rid) = A(4%). Lot Junlsn formof A bo A = '.( )L-l
.
whero € s mn.(ulu Thon G is & g-inveres of A with powor properly if and only i
-
G-L(
F FCS
86 follows 1 (A2, Yla = (2. A%y} for a1l TE* and Y whoro (., .}, la & valid inser product in £}

)1.-: whoro J aod F are arbitrary subject 10 the eondition JF = 0. {A® s delined

1. Noratioxs
We use the following notations, Tho vector apaco of n-tuples over the field
of complex numbars is denoted by &*. Matrices aro denoted by lold faco capital
lottors such as A, B, C, G, I ole. Throughout the paper we consider matriecs ovor
the field of complox numben 0 dcnoles anull matrix. A*, .44) and (L) donvto
tivoly tho ) pose, column space and rank of a matrix
A. If A i u square |A] dn.vnou\s the determinant of A4, Lot A e s matrix af vrder
mxn. A% denotos tho adjunt of 4. Tho adjoint matix is defined by tho condition
{Azx, y)n=(x, At y), for all xe&™ and ye&™ where ( , Vg and (, ), aro volid inner
products in ™ and &" rexpectively, If (£, y)m = y*Me ond (£, g), = §* N, then
Aé = N-AM.
Various g-invorses considervd in this paper aro deseribed in tho following
table :

symbol conditions
g-inverso A- AGA=A
Refloxivo g-inverss A7 AGA=J, GAG =G
Lenst square g-inverso A&7 AGA =4, (AGP =AG
minimum nerm g-inverso Az AGA =4, (GA*=GA
Minimum norm least
aquaree g-invorso A AGA =4, GAG=GC,
{doore-Lenroso invorso) (AG)* = AG, (GA)*=GA
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A matrix which is both a minimum norm g-invoiso and n least squares g-invorso of A
is denotod by .. Wo sometimes uso the notation Ajyy, Ay snd A, to indicate
specifically tho various norms that aro involved.

2, A CHARACTERISATION OF MOORE PENROSE INVERSE

Wo prove

Theorem 2.1: G == A* tff cither one of the following equivalent conditions hold
(i) G=2d; and (GG = [(A*A)]" for some positive integer v > 2.

(i) G =J4; and GHGGHY = [(A* AY AT~ for some positive integer v 3 1.

Proof : Tho “only if” part is trivial and indeed too modeat. For the ‘if?
part consider a general singular valuo decomposition of A (0o 1ao and Mitra, 1970)

D o
A= U( ) v . (20
0 0

whero U and ¥ aro matrices of order m X m and % Xn respoctively such that UsMU=J
and V°N-1V = I and D is a diagonal matrix of ordor rxXr with dingonsl clements as
the positive squaro roots of the nonnull oigen values of [1%4 whero r = R(A).

Now,
p
G=11,'€=}G=1\"1V( ) UM
roG
D+t B

(=)G'=U( ) ad . (22

J* Jor

Define

X, = D~V Y, Drréss o {23)

whero ¥, = JJ° il v is odd, and = 1°F s v is oven.
Obscrvo that
(GGoY = [(dsAp)
== DN ((I4X,,.,) ... U+ X) -1} D=0
= I4+X,,.) . (I+X) =1

-1
= ‘lll |l+.\'|_| =1
=N =0, i=l. (=1
wineo Xi's aro semiximplo with nouncyativo cigen values.

Xi=0=J=0. X;=0=F = 0. Heneo tho'if’ purt of Theorom 2.1(i)
it extablished,  The ‘if* purt of (ii) is obtained in a similar manner.
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3. SOME RESTLTS oN A] AND A

Wo prove

Theorem 3.1: Let @ =A-. Then

M G=A; if GG®=(A4A)

) G=4; iff GG*=(AvA)

©) G=A, iff GGt=(A%)y,

d) G=AF iff GG*= (A%,

Proof of (n): Theorem 3.1{a) is due to Rao and Mitra (1971}, Wo however
reproduce their proof for completencsa,

‘Only if* part of (a} follows trivially once wo observe that G = Ay e A¢
AG = A* To prove tho if’ part of (a) wo proceed ns follows. Lot G = A-.
Then

GG* = (A*) =3 (APAG—-AY)A* AG—AY)*

= A*AGG*A*A—APACGA-AYG* A A+ A’ A =0
=3 A%4G = A%,
This complotes the proof of (a).

Proof of (b): Proof of (b) is complete in the light of (a) once wo obcerve
that R(G) = RiA) &= R(GG*) = R(A%A).

Proof of (c): For the ‘only is" part of (o) observo that
G = Ay == AP AASAGGY = APAAPG = A%A
=) GG* = (A%4);
= GG* =A%),

I-‘o;' tho if part of (o), wo firat observo that G = A= and GG* = (A*A);F =G = A7
which followa from (a).

Further,
GG* = (A*A)f = A*AA*AGG* = A*A
=3 APAAPG® = 431
=6=A;

This complotes the proof of (o).
Proof of (d): To provo(d), first obsorve that
GG = (M) &= GG+ = (A%4)5.
Now (d) follows from (b) and (6).

Let A Lo anmxn matrix. Lot M and X' bo positivo definito matrices of order
mXm and nXn respeotively. Dofino inner products using M sl A" ns in Soction 1,
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Wo have the following corollarica,
Corollary 3.0.1.: Lt G =A-. Then
M) G=diy if GMAG =(A°MAy-
) G=jy ff GMIG = (AMAY
(V) "G =din od G=Ayy" iff GMG* = (A*MAjpy,
() G=dy iff GMG' = (A°MAY,, -
Corollary 3.1.2: Let G = A~ Then
@ G=4; iff GG = (1A%
() G=.g, iff G*G=(dd¢);
() G=Ag iff GG = (AN
) G=4a% iff GG = (A4
Corollaries 3.1.1 and 3.1.2 aro enay to prove,
Theorem 3.2 ¢

(8) G = A= GHGG = [(A%Ay A%); for all positive integers v.
(b) GMGGHY =[(A%A)" A*]- for some positive inleger v and GG = (AA%);,

=G=dA"
Proof of (a): Proof of {a) is computationnl.
Droof of (b): Observe that
GG = (AA%)i, == (G*GY = [(AA%) )i, = (AA%) (G*GY
=(GOGY (AAty == (A%A) AYGIG) = A3,

Heneo
(GYG) = (AA*)5, togethor with GHGGYY = [(A*A) A%~

& (APAY A% = (A*A) ACGHGGY) (A%A)y At = AGHAsAPA*

=G=A4"

An appeal to Theorem 3.1(c) now complotes the proof of (b).

Note: The condition G#G = (AA%);, in Thoorom 3.2(h) could bo roplacod
by tho condition GG* = (A*A4);,.

4. Ox S-INVERSES WITH THE TOWER PROPERTY
Mitra (1968) raises the following question.

“Tet G Lo a g-inverso of A such that A®GmA® = A™ and GRAG™ = G™

for ol posilive Integors m. Docs it follow that cither MG)C (A} or

G C A"
The anawer in gonoral is clearly in the negative. If R(A) # R(A?), wo know

(Mitra, 1008) thnt thoro does not exist n g-inverso G of .1 such that cither
MG) C AA) of SAG") C AA"). Howover the Scroggs-Odell psendoinverse, G

docs exist and it possesscs the property that

AGoA™ = A™ and GRA™G™ = G= for all positive intogers i,
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e shall now give & countor examplo oven in tho cnse where R(A) = R(AY).
Boforo wo do this, wo shall first determine the closs of nll g-inverses of A with power
proporty (Lo, ARGRA™ = A% an GPA"G™ = Gmy¢m) in tho easo R(A) = R(AY).

co
Lot R{A) = R(A?. Then the Jordan Form of A is A= ll( ) A
[ ]
where C is nonsingular,  We now prove the following.
Theorem 4.1: Let R(A) = R(A?). Then Q is a g-inverse of A with power
¢ J
property iff G = L( )L“

F Fcd
where F and J are arbitrary subject lo the condition that JF = 0, C is nonsingular and

co
A=L Lt
00

(as for example tn the Jordan representation of A).
Proof : ‘If* part follows by straightforward verification,
For tho ‘only if’ part wo observe that any g-inverse G of A can be written ns

¢ J
G=1L ( L~ whero F,J and JI are arbitrary,
F n

¢ J ¢ 0 ¢t J
GAG=G=L L
F n 0 0 F n

cr J ¢ J
=L ( L'=L ( I
F FCJ F n

= N = FCJ.

Furthor
a+CtJFCt 0
G = D& L L
0

[ ]
-1 1
0 0

= JF =0.

Tho following corrolaries nro easily catablished.

Corollacy 4.1.1: Let A be a square malriz such that R(A) = R(A%). Then
G is g-inverse or A with pouwer property if and only if G = A7 and G* = (A%)~.
Corollary 4.1.2: Let A be an nxn matriz. If R(A) = R{A*) = n—1 and

o0
A= L( ) .71 Then cvery g-inverse G of A with power properly con be wrilten
[ ]

¢ J
as L .-V where cither J or F or both are null,
F 0
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Form Theorem 4.1 and Corollary £.1.2 it clearly follows that tho class of
g-inverses G such that (G) C ) or A(G*) C 4{1°) i & subclans of the class
of all g-inversea with the power property in the enso where R(A) = R(A?). Further
it R(A) = R(AY) = n—1 then by Corollary 4.1.2 these two classes are identical,
Thus the anawer to Mitra’s query is in tno affirmative in tne onso where R(A)=
R(AY) = n—1.

5. CONOLUDING REMARKS

It is intercsting to observo that the condition that G is A7 in Theorom 2.1 may
not bo repineed by a weaker condition, In fact G = A~ and G*GG* = (A*AA8)-
neail not imply that G = A7 or G=;. Tns is demonatrated in the following

1 -1 11
examplo. Tako A = ( ) G = ( ) y M=N=1I Tho condition
[ 0 3j2
that G*G = (AA*)7, in Thoorem 3.2 may not bo replaced by a wenkor condition. In
fact, G'G = (AA%)~ and G*GG* = (A4 A.A%)~ nced not imply that G = A-. This

1 -2
is demonstrated in the following examplo. Tako A = ) yM=N=1
0 0

1

1
Vi
° 3 1
5T
Rerenesces

MiTaa, B. K. (1068): A new class of g-inverso of square matrices.  Sankhyd, Series A, 80, 323.330.

Rao, C. R. (1967): Cakulus of generalized inverso of matrices, Part It Genersl Theory. Sankhyd,
Beries A, 29, 317.341.

Rao, C. R. and Mivna, 8. K. (1971) s Qeneralized Invesae of Matrices and ita Applicotions, John Wiley and
8ons, New York.

Paper received : November, 1970,
Revised : November, 1971.

410



	001
	002
	003
	004
	005
	006

