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SUMMARY. Ins moent psper Bwamy, Mehta and Iyengar (1983) bave modified the

classical LIML ostimator and proved the of the of their In
thiv noto, & further modification in introduced through s simple sdjustmont. This adjusted
LIML catl not enly p Gnita bat alwo oertain Jimitati of

the Bwamy-Mehta-Iyongar extimator. A simpls numorical sxsmple is provided to illustrate the
varivun atopn involved in the ostimation procoss.

1. INTRODUOTION

Mehta-S8wamy (1878) and Swamy-Mehta-Iyengar (1983) modified the
classical LIML estimators and established the finiteness of the moments of
their modified estimators. In thie note, we propose further modifications to
the Mehta-Swamy (1978) estimator, which may be referred to as the ‘adjusted’
LIML esti . These estimators preserve the effect of the adjustment
fuctor () on both the endog and the exog coefficient estimators.
It is shown that the adjusted LIML estimators not only possess finite moments
but also appear simpler than the Swamy-Mehta-Tyengar estimator. In
addition, the former catimators overcome certain inherent limitations of the
latter,

In Section 2, we define our adjusted LIML estimator using the same
mode! us doseribed in Swamy-Mehta-Tyengar (1083) and state its main pro-
porties in Section 3. A simple numerienl illustration ie provided in Section 4
taking a 3-equation mnero economio model from Koutsoyiannis (1879, p. 389).

¢ This noto is based on o paper presontod at the 21st Indian Econometric conforence bald
at Annamalai Nagar, 10-12 January 1083. The authors are grateful to the anonymous refores
for making valuable auggostions, as also to the Computor Centro, University of Mysors for the
computoer faoilitios.
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2. THE ADJUSTED LIML ESTIMATOR

We propose the following estimators for the unknown coefficients y; snd

Bi in the Swamy-Mehta-Tyengar (1983) model.
gelA, p) = (Vi@ Yo+l YiQuy e (1)

where Q= M—2AM

M= I-X(X; X)X,

M=1-X(X' X)X

# 5= 0 is an arbitrary constant!
and BlA 1) = (KiX0  Xilye— Y, ). @
In Section 3, we show that these adjusted estimators possess finite sample
moments under mild assumptions about the sample size.

It may be noted that these estimators and the results based on them
are more general than those obtained for the ‘‘modified” LIML estimators
by Mehta-Swamy (1978) and Swamy-Mehta-Iyengar (1983), in the sense that
the Mehta-Swamy (1078) estimators reduce to our ‘adjusted” LIML estimators
when s, = p and g, = 0 where g, and g, are respectively the adjustment
factors in ge(A, #) and by(A, x), but they are both assumed equol to x in their
study, as well a8 in Swamy-Mehta-Iyengar (1983). As can be seen from our
analysis, the adjustment factor s, appearing in gy(A, z), also affects bi(A, 5,
sinco the latter is & function of the former. Moreover, this definition of the
LIML estimators enables us to prove the existence of finite noments for their
sampling distributions even for moderately small sample sizes.

3. TROPERTIES OF THE ADJUSTED LIML ESTIMATOR
The cstimtor (1) in reparametrized form can be written as?

. YUY+ YT QW
A = LY GY « Qu¥i . (8
%A m N eEY
Re-nrranging the @, matrix as
Q=0 L(1-1)H,

*In Bwamy-Mehta-Iyongar {1083) ond Mehta-Swamy (1978) 4 > 0. In our case it nesd
not bo positive. 8inco the marginal proponsity to consume (y) cannol oxcced unity, it is essy
to show thes 4 has the lowor limit equal to ¥;@\(y(— ¥). which can bo positive or negativo.
Also sinoe B cannot be more than unity, one can show that tho upper limit for » is

In onr case, as alroady atated, @y = 1 and K; = 1.
¥The notation g (A, #) has boon used to indicate that this makes use of the vransformed
data ] and Y.
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where ,
@ = I-X(X; X)X~ M
and writing this in equation (3) we get

gt ) = AT M T4 € YUY TV Y 4 £ Y1 Qu) @)
(i =N M+ 10, +4° o

From the inequality in Rao (1973, p. 149, Problem 82) we find that
ElgiA )| € C/|(B|Ry|"+E| R,

where 1 forr g 1
Cr = { . (B)

2r-1 fory » 1.
Let us write

(I=XpY MY +£TY My}

b= Y Y TP e - (9

and

R, — PYQY+E Y Gyt . m
B (1—’\)3(MY1+Y'Q1 T+u

Consequently, the r-th absolute moment of g¥(A, z) is finite if the r-th absolute
moments of R, and R, are finite. We know that

£ > A » 1 (Kadiyala, 1970)

where
Moy M, Yee
K= il e ML 8
c;&O{ c’Y(Mch} @
From this, it follows that
(1=ANp Yy MY +ETY My
EIRI < B| iy yrg pge ®
and
P PV QYIHEY ( e
R < B| ey T e aw
Since
E = (Y M Y0 YoM Yy = (Y MY Yy MYy - (n

for G¢ = 1, the denominators in the right-hand side of (9) and (10) get reduced
to #°,% s0 that we may write

U=ANpY MY +E ¥ MYY |

E|R|" K E 12
B ]7 < I | (12)

This i boceuss (1—E9)YMP}+ ¥['Q ¥} = 0. Ao, for G = 1 since ¥¢ is & Tx1
vector, ¢ in (8) s & scalar. Honoo (8) reducoe to an equality in (11).
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and .
x|g,|.<5|pr&it§‘_?'&vg( )
Now, by Csuchy-Schwarz inequality
g L
(E\R, |7 & E(1—AYr.E M«;‘f’ﬂ 44

Since MXy = 0 and y§ and ¥} are independent normal variables, the second
faotor on the right-hand side of (14) is finite because
(i) The numerator is independent of the d inator, since u° is a
constant; and
(ii) E (numerator)is finite.

Similarly, the finiteness of the first factor on the right-hand side of {14), can
be arrived at using the samo argument as in Swamy-Mehta-Iyengar (1983).

It remains now to establish the finiteness of £ |Ry|f in (13). This result
can be shown to hold good for any K—K; > 1 by using the same srgument
a8 given in the proof of Mehta-Swamy’s (1978) theorem. Altornatively, we
can use the Swamy-Mebta-Iyengar (1083) argument to show that for eny
E-Kip1

E[Ry[r € gt~ E[p¥TQ Y1+ Y703 < 0. )

‘This readily follows from the following inequality
BloYQYHE YT Q1T K ClpE| YT QY TIT+EE| YiQuwilr] < co.
... (18)
Hence, the 2r-th moment of the estimator g}(A, x) exists finitely.

Similarly, it can be shown that the 2r-th moment of the estimator b}(A, g)
also exists. To see this, ider the r-th absolut t of an arbitrary
linear combination of bj(A, x), denoted by E|c'bi(A, g

Again, using the inequality in Rao (1973, p. 148, Problem 8s) we obtsin,
E[e5A m* < OAE| (X X)X yu| "+ E | (XX X Yol A, 1] . (017)
where it is assumed that G = 1.

The first term on the right-hand side of the inequality is finite because
i i8 o normal variable. The second term is also finite because, by the Cauchy-
Schware inequality,

[E|XXN XY g, )| P < Bl X X)X Y P ElggA i ™. .. (18)
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The firat faotor on the right-hand side of (18) is finite because ¥ is a normal
varisble and the finiteness of the second factor has already been established.

Hence, the 2r-th moment of the estimator b(A, 4) is also finite.

Thus, wo have established that the “‘adjusted” LIML estimators in (1)
and (2) possess finite moments for all 7' (sample size) greater than some finite
number. This is deoidedly an improvement over the usual LIML estimators
which do not, in general, possess any finite moments for 7—K > 0. See
Mariano and Saws (1972).

4. AN JLLUSTRATION

To {llustrate the application of our method we use it for the estimation

of an overidentified relationship in & typioal Keynesian model of income
determination given in Koutsoyiannis (1979, p. 388).

Yu = Y +Buu+ e

Y8 = Vaut+PuFutus - {19)

Yo = Yutyutzy
where ;4 = consumption, z,¢ = lagged consumption, (= yy,s_,), ys = Income,
Ty = lagged income (= ¥s,4-1), Yy = Investment, zy = Government expendi-
ture.t Variables g, yy, and yy sre assumed to be endogenous and zy exo-
genous; the lagged variable y, ¢y and yy s ; 8re also treated as exogenous and
denoted by zys and zy respectively. The consumption equation according
to the order and rank conditions is overidentified and permits application
of our method. We may estimate the parameters of the ption funeti
by using the adjusted LIML method. For this, we have used British data
from 1961 to 1968 as given in the Appendix. These figures have been rounded
off to the nearest billion, and have not been adjusted for population changea.
The major computationa] steps are indioated in the Appendix. Using the

values of thess computati the estimated consumption function which
corresponds to the &dmmsible optimal value of 4 is obtained as
Py = 2:6301450-54514805y4+0-027916776z,;., . (20)

The corresponding minimum D¥gz) turns out to be 0-080574362.

This wss obtained from the graph showing the squared distance DY)
against g. The estimated coefficients have relevant aigns and appear
plausible in terms of economio theory. The long-term marginal propensity
to consume (MPC) turns out to be < 1, aa it should be.

¢In terms of the original formulation thess varisbles are the samo sa

oo Xoy ¥4 and (mys, oy} = X5,
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5. CoNGLUDING REMARKS

The modifications proposed by Mehta-Swamy (1978) are on similar lines
a8 those proposed earlier by Hoerl and Kennard (1870) for single-equation
linear models. In the latter case the optimal value for the adjustment (u)
factor was found by minimizing the MSE of the OLS estimator. However,
in the case of the simultaneous equations model that procedure ends up in
intraotable form and does not soem to be feasible. Hence the choice is entirely
arbitrary. However, one way of choosing # would be to assume that it is
proportional to Y{Q,Y which is scalar when G5 = 1. There could be several
other ways of choosing u, but we have not tried them. Our numerical illus-
tration is perhaps restrictive in the sense that we cannot compare our results
with those of Koutsoyiannis, as the number of observations and the units
of measurement in the two cases are different.

Appendix I

NATIONAL INCOME ACCOUNTS OF THE UK.
(£ billion at 1963 pricea)

X government Isgged lagged

year  consumption income exponditure income ronsumption
(U] W) (x3) {za) {6e)

1961 18.8468 29,091 4.945 26.134 18.418
1962 19.258 29,450 5.100 20.001 18.846
1963 20.125 30.705 §5.184 29.450 19.258
1864 20.81% 32.372 5.272 30.705 20.125
1965 21.16Y 33.182 5.420 32.372 20.819
1866 21.817 33.704 3.661 33.152 21.160
1087 22.030 34.411 5.826 33.764 21.817
1988 22.562 35.429 5.851 34.411 22,030

Sourcs :  Koutsoyiannis. 0p. cit., p. 380.

Appendix II
Imporiant intermediale resulls :
(1) (XX, = 0-079655,
(2) (X' X))~
11036214 —5-973645 —1-856928
= 3-803477 —2-902246

28-175600



A NOTE ON MODIFIED LIML ESTIMATORS 89

(3) The best root A of | YoM¥o—AY MY,| =0 is 1-511421,
(4} Esti s at the admissible opti 4 = 0-06% of Y,Q,Ygare:

P

P = 0-545149
B = 0-027918
(5) The minimum distance D¥x*) = 0-090574.
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