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A procedure for recognition of connected handwritten
numerals

8. K. PARUI{, B. B. CHAUDHURIt
and D. DUTTA MAJUMDER?

8, i hods for ion of d handwri ls and for
rvcognmon of individual handwri la are described In the I'mt. part | cho
size of individua! numerals present in the same chain of

to be nearly unil But the g dure for individual numsnla is

invariant undor shape and size. After negmonmuon and before rocogmuon hand
written numerala are divided into two groups. H

mainly of curves form one group while those consisting of vertical and honwnul
strokea form the other. Recognition procedures for the two groupe are different but
similar. In both cases, for gnition of a | only the inf ion about ite
border is made use of. The extracted border is in fact a sort of skeleton of ths numeral
pattern and is atored in one-dimensional strings of clghl direction codu On the basis
of thees one-dimensionsl strings certain subp hrough some
sutomats. The numeral pattern is ultimately ncognmd from thess subpatterns.
The method was implemented on an EC 1033 machine with a success rate of sbout

809%.

1. Introduction

Automatic recognition of handprinted characters has found wide applica-
tion in postal and bank services, intelligence and customs departments ete.
The handprinted characters are usually the alphabets of a natural language or
numerals. Under certain constraints they are nowadays recognized by a
number of commercial machines. These machines are usually an OCR type
accepting certain character sets for handprinting such as ANSI X3.45-1974
which is constrained not only in shape but also in size. But a machine which
can reliably read the natural printing of most people is nowhere in sight.
However, recognition of unconstrained handwritten characters is now a subject
of research (Focht and Burger 1976, Himmel 1976, Ali and Pavlidis 1977)
and one promising tool for solving the problem is the syntactic method (Fu
1974, 1077).

The present paper makes an attempt to recognize unconstrained and con-
nected handwritten numerals on the baais of their syntactio features. The
procedure has three stepa. In the first step a segmentation algorithm separates
individual numeral patterns that are present in the input chain of connected
handwritten numerals. Then each individual numera! is separately pre-
processed. The pre-processing algorithm first amooths the pattern and then
extracts from it a sort of a akeleton which is not the mid-line through the pattern
but is only one side of the border (thick lines in Fig. 1). The border thus
extracted is in the form of a one-dimensional string of the eight directional
codes that are shown in Fig. 2. In the last step subpatterns are recognized
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Figure 1. Thiok portions on the border represent the skeleton of the pattern,
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Figure 2. Directional codes.

on the baasis of the strings of directional codes and finally the numeral pattern
is recognized on the basis of the subpatterns.

Numeral patterns are divided into two overlapping groups after seg-
mentation. The idea of the division stems from the observation that some
numerals consist mainly of ourves while others consist mainly of horizontal
and vertical line segmenta. In the preprocessing and recognition stagea the
numerals of the two groups are processed in two ditferent but similar ways
which are discussed in §§ 3 and 4 respectively.

2  Segmentation

Input chains of connected handwritten numerals are digitized into two gray
levels 0 and 1 which desaribe the white and black portions of the input res-
pectively. A pixel with gray level I will be called & point. For segmentation
first the downward protrusions in the input pattern are found (two such
protrusions in Fig. 3 (a)). Each protrusion means a separate numeral pattern.
So the connected portion between two consecutive protrusions has to be dis-
connected. The algorithm for this starts at the bottom of the left protrusion
(point A Fig. 3 (a)) and moves along the border in the anticlockwise direction
(merked by 2's in Fig. 3 (2)). Thia gives rise to & string of directional codes.
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Figure 3. Two connected numerals are being separated.

Point for disconnection is where directional code 1 or 2 is followed by direc-
tional code 3 for the first time (point B in Fig. 3 (a)). At this point discon-
nection is done vertically (Fig. 3 (b)). The near horizontal portion which is
on the left of this point is also removed from the input pattern (Fig. 3 (c)).
The disconnected numerals are processed individually in the pre-processing

and recognition stages.

3. Pre-processing

In smoothing a numeral pattern only the corner points like C in Fig. 3 (c)
are removed. Now the handwritten numerals consisting of curves usually
do not have a vertical line segment particularly in the lower half and are
clagsified in group 1. The rest consisting mainly of horizontal and vertical
strokes form group 2.

3.1. Border extraction

First the border extraction for group 1 numerals is discussed. The point
on the border from which the extraction is to start is found first. For this the
algorithm starts from the top right point (L in Fig. 4 (a)) of the numeral pattern
and traces the border points in clockwise direction. The corresponding direc-
tional codes are noted.

neL 222 222
nn 217%Q] 2 2
n 23 3 H
1 23 2
i 4 2
1 23 2
11 23 ?
1 22 2
1 21 2
1 23 2
11 23 ?
n nneM 21 J22220M » 22222
o1 21 @111 2 2 2
nit 11 233 12 2 2
n 1 733 32 2 2
1 11 23 32 2 2
1 11 23 32 2 2
11 il 21 12 2 2
I 2321333312 2 2
[RERSNRRE] 722272222 222222272
Q) (b ()

Figure 4. The numeral pattern ‘8 * at different stages during pre-prooessing.
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The algorithm runs as follows :

Step 1. If the directional code is 3, note the position co-ordinates of the
corresponding point M, find the next directional code and go to step 2.
Otherwise, find the next directional code and repeat step 1.

Step 2. If the directional code is 3 or 4, find the next directional code and
repeat step 2. If it is 5, go to step 3. Otherwise, find the next
directional code and go to step 1.

Step 3. M is the starting point for border extraction (Fig. 4 (a)).

In fact, M is the starting point of the first subpattern ¢, (Fig. 5) if the numeral
pattern is scanned from above right in clockwise direction. It can be seen that
the subpattern ¢, must be present in every group 1 numeral pattern. Now the
extraction should be done only from one side of the border (thick lines in Fig. 1).
For this when one side of the border is extracted, extraction of the other side is
blocked. This is done by changing the gray levels of the pixels on the other
side of the border to 3 from 1. The gray levels of the other border pixels are
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Figure 5. Seventeen subpatterns for numerals.

The algorithm for the formation of the string of directional codes from border
points is a8 follows :

Step 1. Let S=M.

Step 2. S's next point, say T, on the border is found. The directional code is,
say, d. The level of S is made 2. The directional codes d +1, d+2,
d+3 (all mod 8) are calculated. In these directions from S, the end
points on the other side of the border are found and whether the end
points are ‘ very far’ from S is checked. (By ‘' very far’ is meant s
distance of more than 3 unita where a unit is the size of a pixel. Here
3 units is the maximum thickness of the pattern.) The lovels of the
end pointa that are not very far are changed to 3 in case they are 1,
and left unchanged otherwise. The end points that are very far are
ignored. If the level of T is more than 1, go to step 4. Otherwiss,
go to step 3. For example, in Fig. 6 the point S has the directional
code d=4. Corresponding end points in directiona 5, 6, 7 are L,
M, N of which only L is ‘ very far* from S,
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Step 3. The directional code d is taken into the output string sequentially.
Make S=T. Go to step 2.

Step 4. T's next three points on the border are found, If the Jevel of any of
these three points is 1, go to step 2. Otherwise, go to step 5.

Step 5. Formation of one string is over. The string is stored. In order to
find the starting point of the second string the algorithm again moves
along the border from T until a point S on the border is found to have
level 1. Formation of the second string (which may happen to be
null) will start from S. Go to step 2. For example, in Fig. 4 (b)
the first string ends at point I. The string is

33444445660666668887888888888811811223
The next string starts at J.

The algorithm terminates when the starting point (M in Fig. 4) is encountered
again. The second string in the example is 112222. The ultimate skeleton
extracted by the algorithm is shown in Fig. 4 (c) whose one-dimensional form is
given by the two strings of directional codes mentioned above.

The border extraction algorithm for group 2 numerals is the same as the one
deseribed for group 1 numerals except for the following considerations :

(i) Unlike the earlier cage the starting point for string formation here is
fixed. It is the extreme lower left point of the vertical line segment (M in
Fig. 7). From this point the algorithm moves upwards in clockwise direction.

(i) The algorithm terminates before reaching the starting point. Its
termination point (N in Fig. 7) is near the top of the vertical line segment and
is identified beforehand, along with the vertical line segment. In the earlier
cage both starting and termination points were the same. For example, the
output string for the extracted border in Fig. 7 is

8818818817666666678818181112

The noise of the type shown in Fig. 8 is removed during border extraction,
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Figure 7. The numersl pattern ‘ 4 ' after border extraction.

Figure 8. Noise is shown within dotted circles.

4. Recognition

The output of the pre-processing algorithm in the form of one string or two
strings of directional codes is the input of the recognition procedure. Here first
a subpattern is recognized on the basis of each such string and then the whole

numeral pattern is recognized.

4.1. Recogmition of subpatierns

Recognition of subpatterns in the case of group 1 numerals is first discussed.
Of the two atrings of directional codes the first one is recognized either 28 & null
subpattern (g, or g,) or as one of the 9 subpatterns g,, ..., g, (Fig. 5) by an
ant +, which iﬂ Aabi A a8

4=(D,Q, 0,449

where

D is the set of directional codes=({1, 2, ..., 8}
Q is the set of subpatterns={g,, ¢, ¢y, ---. ¢p}
o is & mapping of @ x D into @

g, i8 the initial subpattern

q, is the null subpattern
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The interpretation of o(g,d)=¢'; ¢, ¢’eQ and deD is that the subpattern ¢
after the addition of the directional code d becomes the subpattern ¢’. o is
given in Table 1 where

(¢, d)=¢, forall deD

go or ¢, foralld#5

gy, d)=
' ford=56

[} [' o ') % [ 'S 'S '8
@ Q@ % ' [ LRt [} [ %
' [0 [ [0 '8 10 9 ' 'S
[ L] ' 'S [ [} ' L L]
10 '] '8y ' 'S 'S ' 9 L0
ds [ 'S ' 9 'S ['3 [ [0
de 'O [0 L [0 [0 [ 'S '
'] ('] [ ['¢] [ ['e] [N % (]
[0} 9s '] 0] L[} 9 [ L0 [0
[ [0} [0 [ 'S I ' 'S 9
'8 [ [ [ 9 G % 4 4@

Table 1.

It is clear that once the automaton reaches the subpettern g,, it will end up with
g, Now, for any string d,...d, of directional codes and for any ¢eQ,
olg,d, ... d,) is defined aa o(o(g, d,), dy ... d,). 1fd, ...d, is one input (first)
string for the recognition algorithm, it i8 recognized as the subpattern ¢eQ
where o{gy, d, ... d,)=¢. If the second string ig null, then it is recognized as a
null subpattern ¢’y Otherwise, it is recognized as one of the three subpatterns
¢ ¢'v ¢'s (Fig. 5) by another automaton

4'=(D,Q,d,q,)

where

C={f0dudnds)

o' is & mapping of Q' x D into Q'

¢'o 18 the initial subpattern
o' is given in Table 2. For any string of directional codes d,, ..., d, and for
any ¢'eQ’, o'l¢’,d, ... d,) is similarly defined. The second string d, ... d,
is recognized as the subpattern ¢'eQ’ if o’(¢’y, d, ... d,) =¢".

Recognition of aubpatterns for group 2 numerals is similarly done. Here
possible subpatterns are ¢°), ..., ¢"s (Fig. 6) and the automaton is

4"=(D, 4", " ¢"0 q)
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'3 1 2 3 4 5 8 1 8

D) ¢ 7 7o [ ' [0 7 9o
i o de 4 fe o it T T
7 q's 7 7s qs s qs 7'y 9
?s ¢'s s s 7 7s 7s 7 qs
o d0 do i 4 4 T O e

Table 2.

7 o 0 ¢ @ @ a0
a1 " e e o T 9 ¢ 4
9 s ¢ T ¢ @ @ T O
Ts qs ' ' 7 7 7 ) 9,
7 '« 0 d0 9 @ @ @ 9.
qs 'S 'S ' [ s 9% qs [
o @0 @ T v @ O O

Table 3.

where

C={g0qudn -9

¢” is & mapping of @" x D into Q"
¢, 18 the initial subpattern

q", is the null subpattern

o” is given in Table 3. For any string of directional codes d, ..., d, and for
any ¢°eQ, o"(¢", d, ... &,) is similarly defined. An input string d, ... d, is
recognized as the subpattern ¢"eQ” if ¢”(¢"), d, ... d,) =¢".

4.2. Recognition of numeral patlerns

For a group 1 numeral one or two subpatterns have been recognized while
for & group 2 numeral only one subpattern has been recognized. The pro-
cedure for recognition of & numeral pattern on the basis of these subpatterns is
given in Tables 4 and 5. The combinations of subpatterns which are not in
these tables are not recognized as numerals. The four cases of multiplicity
of numeral patterns in these tables are settled through thresholding on the
basis of certain observations. In the sixth row of Table 4 the subpatterns
¢, 8nd ¢’y form either ‘ 9 or ‘ 3’ (Fig. 9). In order to discriminate between the
two patterns the ratio

_ length of the first part of g,
" length of the second part of g+ length of ¢’

L
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Subpatterns Numeral
Ist 2nd patterns
5 7s 6

[ s 9

' 7o 2

[0} 7's 2

[} 7% 3

qs ?'s Bord
'A ') Oor6
I 7s b6

[0} 7o 8

e 7s 8

L4 D) 3

' 0 8

L 7s 2

% 7» 2

Table 4. For group 1 numerals.

Subpatterns Numeral patterns

7 1
qs lor?
q's 4
7" 4or9
75 9

Table 6. For group 2 numerals.

(a) ()]

Figure 8. (¢) Hendwritten ‘9. (b) Handwritten ‘3.
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is calculated. If the value of ¢, is sufficiently small, the numeral pattern is
recognized a8 ' 9°. Otherwise it is recognized as‘ 3°.  The optimum threshold
value of ¢, has been found to be 0-33 from our data bese. Another case of
ambiguity is the seventh row of Table 4 where the numeral pattern is either
‘0’or ‘6’ The ratio
length of the first part of ¢,
'=length of the second part of g,

is calculated. If the value of ¢; is small enough, the numeral pattern is ' 6°,
otherwise it is ‘ 0°. The optimum threshold value of ¢ is 0-75. In the case
of the second row of Table 5, if the ratio

- length of the horizontal part of ¢";
3= length of its vertical part

is less than 0-30, the pattern is recognized as ‘ 1°. Otherwise, it is recognized
88 ‘7'. In the fourth row of Table § the numeral pattern is either ‘4’ or
*9°’. The discrimination is made on the basis of the value of the ratio

total length of the middle horizontal and vertical parts of ¢",
—length of the top horizontal part
length of the bottom vertical part

t=

If it is Jess than 133, the numeral pattern is ' 8 ’, otherwise it is ‘4 '.

5. Results and discussion

In the present method input handwritten numerals can in general be un-
constrained in shape and size. But in the same chain of connected numerals,
the size and base line of individual numerals should not vary much. The
thickness of handwritten numerals may vary from one part to another. But the
present slgorithm demands that the thickness be nearly uniform. The
maximum thickness is & parameter of the border extraction algorithm. In
our present data base the maximum thickness is three units. However, it may

SN0 TN T (2D
O D CNNL N
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VO NN X Bo o —
D e ™® I o Ao v
QQog I G\F > 20—
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S Qo0 O Uy SR e
oo Do~

Figure 10. A sample of handwritten numerals which were correctly classified.
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be possible to develop an algorithm to find the maximum thickness of a pattern
if the value is not supplied. Our recognition method is invariant under the size
of the input pattern provided all the numerals present in one input chain of
connected numerals are of the same height. A sample of individual numeral
patterns that were correctly recognized is shown in Fig. 10.

The recognition rate on the testing data is about 90%,. Programs have been
written in Fortran IV for segmentation, smoothing, border extraction and
recognition. The processing speed is about one numeral per second in EC-1033,
The speed can be improved if the programs are written in an assembly language.
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