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Fuzzy Grammars in Syntactic Recognition of
Skeletal Maturity from X-Rays

AMITA PATHAK aND SANKAR K. PAL, SENIOR MEMBER, IEEE

Abstract— A hierarchical three-stage syntactic recognition algorithm
wing siv-tuple fuzzy and seven-tuple fractionally fuzzy grammars is de-
ribed for identifying different stages of maturity of bones from X-rays of
hand and wrist. The primitives considered are “dot,” “straight line,” and
warc” as obtained elsewhere. For each arc, its memberships in the sets of
~arp” “fair,” and “gentle” arcs have been considered in order to
describe and interpret the structural development of epiphysis and
metaphysis with growth of a child. The two algorithms are illustrated with
the hclp of the radiograph of a 10-12-year old boy along with some

~noisy” versions of the radiograph, which was artificially generated by
tsking into account possible variations in shape of the relevent contours in
tbe radiograph. Relative merits of the two algorithms with respect to each
"gter and as well as the existing nonfuzzy approach are also discussed.

I. INTRODUCTION

HE PRESENT WORK is a continuation of the previ-

ous correspondence on image description and primi-
tve extraction using fuzzy sets [1] and is an attempt at
smiactic recognition of different stages of maturity of
bones [rom X-rays of hand and wrist using fuzzy grammar
ad the fuzzy primitives obtained from [1}. The ultimate
um is to be able to make computer-diagnosis of diseases
and effects of malnutrition on the skeletal growth of a
child.

During the growth of a child, each of the bones of the
hand and wrist, as shown in Fig. 1, provides us with an
invarianl sequence of events that invariably occur in the
same order in all individuals and cover the developmental
age-span evenly and completely. These herefs
provide us with some basis for defining dll‘l'ercnl stages of
maturity (age) of the bones. The radius, ulna, metacarpals,
and phalanges of the hand and wrist provide us with 28
such sequences, with events in one or another sequence
occurring al almost all stages of development [2].

The problem of recognition therefore involves four major
parts, namely,

1) study of the radiograph and detection of the specific
bones and their location,

2) preprocessing of X-ray images with a view to extract-
ing the edges of the different regions of bones and
lissues,
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3) primitive extraction of the edge-detected images, and
4) syntactic classification into one of the possible stages
of skeletal maturity.

We are concerned here with the last part. The results of
the previous parts have already been reported (1], [3]-[5).

Formal language theory has been applied 1o syntactic
recognition of patterns which are rich in structural infor-
mation i.c., the patterns contain most of their information
in their structure rather than in numeric values [6]-({12). To
increase the generative power of a grammar for pattern
recognition problems, the concept of phrase-structure
grammars has been exiended to stochastic grammars (7],
[13] and fuzzy grammars, respectively {8}, (11, [15]-[19) by
randomizing and [uzzifying the use of the production
rules. A fuzzy grammar produces a language that is a fuzzy
set of strings with each string's membership value (lying in
the interval (0, 1)), denoting the degree of belonging of the
string in that language. These languages have shown some
promise in dealing with patterns which possess ill-defined
(fuzzy) boundaries (8], [11), [15], (16].

A three-stage hierarchical syntactic approach [9] is pre-
sented here for automatic recognition of the ages of differ-
ent bone. The classifier accepls strings of primitives [1]
defining nppro)umaled vemons of contours in radmyaphs

the hyses' and

palmar and dorsal’ surfnees 2] as mpul Two algonithms
based on six-tuple fuzzy grammars and seven-luple frac-
tionally fuzzy grammars [14] have been used separately for
classification al each stage. The primitives considered are a
line segment of unit length, clockwise and counter-clock-
wise curves and a “dot." (By a curve here we mean a
simple curve and not a curve oblained by the concatena-
tion of simple curves.) For any such curve we have also
defined its membership values corresponding to fuzzy sets
of “sharp,” “fair,” and “gentle” curves.

The two algorithms are illusirated with the help of an
X-ray image of the radius of a 10-12-year old boy. Some
other distorted versions (artificially generated) o[ the input
string are also considered for their impl

'An epiphysis, in some bones, is a separate terminal ossification which
only becomes united with the main bone at the altainment of maturity,

’Ahmeuphym of a long bone is the end of the shalt where it joins the
epiphysis.

3The palmar surface of any bone in the hand and wrist is that surface
‘which is towards the palm of the band. Likewise, the dorsal surface is the
diametrically opposite one,
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Fig. 1. Boass of hand and wrist (2}

1I. DiFFERENT STAGES OF MATURITY

Fig. 2 shows different stages of skeletal maturity of
radius of hand and wrist. This is considered as a lyplcal
ill ion since radius i mostly io di
maturity score [2]. Its structural development with gmwm
is explained below.

In the beginning, Lbe epiphysis is totally absent (Stage
A). It gradually appears above the metaphysis as a single
(or, rarely, as multiple) deposit(s) of calcium with irregular
outline (Stage B). After that, it gradually assumes 2 well-
defined oval shape as seen in the radiograph (Stage C), its
maximum diameter being less than half the widih of the
metaphysis. It continues to grow in size but becomes
slightly tapering at its medial end, being more rounded at
the lateral end (Stage D). Its maximum diameter now
exceeds half the width of the metaphysis. In Stage E, its
shape is more or less the same though it becomes larger,
and a thickened white line rep ing the edge of the
palmar surface appears within it at the disial border. In
Stage F, the palmar surface of the proximal border also
develops and becomes visible as a thickened white line at
the proximal edge of the epiphysis. At Stage G, the palmar
surface of the medial border also becomes apparent as a
white line so that the three visible palmar surfaces combine
to appear as a single continuous, thickened C -shaped
contour. The epiphysis continues to grow larger, and by
Stage H it caps the metaphysis almost entirely (at one end
or both). The styloid process is also much developed.
Finally, at Stage I, fusion of the epiphysis and the
metaphysis begins.

The features of the structural development of the radius
therefore include the cantour, shape, and orientation of the
metaphysis and epiphysis mcludmg palmar and dornl
surfaces as appearing on the epiphysis and
with growth, and styloid process. A sumilar sequence of
stages of structural development is also observed [2] in the
other bones, namely, ulna, metacarpals, and phalanges
(Fig. 1).

m.
Definition 1a): A fuzzy grammar (FG) is a six-tuple
FG = (VN-Vr- 2,8, J,/)

DEFINTTIONS

a o 0 5

918 9

Fig 2. Different stages of skelewa! matusity of radius (Sge A, in which
epiphysis is totally absenl. is oot shown bere )

where

Vy  set of nonterminals, i.e., labels of certain fumy
sets on Vy called fuzzy syntactic categories,

Vr  set of terminals such that ¥, N Vg = ¢,

V2 set of finite strings constructed by concatenation
of elements of Vo,

P set of production rules,

§  starting symbol (€ V),

J (rli=12--,n,n=%(P)), a set of distinct

labels for all productions in P, where #(P)is the
number of elements in the set P,

mapping f:J = [0,1], f(r,) denoting the fuzzy
membership in P of the rule labelled .

Definition 1b): For any string x having m (> 1) deriva-
tion(s) in the language L(FG) generated by FG, its mem~
bership in L(FG) is given by
mis /(s')].

FL(FQ(X)= bery .l

max
1<kem | L

index of a derivation chain leading (o x,
length of the & th derivation chain,

r¥  label of the ith production rule in the kth deriva-

tion.

Definition 2a): A fractionally fuzzy grammar (FFG) is &
seven-tuple FFG = (V,, V;. P, S, J. g, h) where
Vi, Vo, P, S are as above, and g and h are mappings from
J into the set of nonnegative integers such that

g(r) <h(r), vrnel

Definition 2b): The membership of any string x having
m(> 1) derivation(s) in the language L(FFG) generated
by FFG is

% o()
//l
ldon ): "('I.)

where 0/0 is taken to be zero by convention.

FL(FFQ)(")

IV,  CLASSIFICATION ALGORITHM

Remarks: In this section, G has been used to depote
specific type of grammar. For the fuzzy grammar ap
proach, G denoles a fuzzy grammar, while for the fraction
ally fuzzy grammar approach it denotes a fractionally
fuzzy grammar (FFG).



The symbol €, used denotes “is classified into.” (This
binary relation is defined later on.)

We have defined y(b), p(b). and ps(b), the degrees
of membership of a eurve b in the set of sharp, fair, and
gentle curves, respectively, as follows.

A. Determination of g, py, and pg Values

For any curve b, the degres of arcness g () has been
defined in the primitive extraction algorithm [1] as

F,

Hae(d) = (1 - %]

where / is the length of the line segment joining the two
extreme points of the arc b, p is the length of the arc b
and £, is a suitably chosen exponential fuzzifier with
F, > 0. Clearly, when the arc b is a line segment, we have
p=1/so that g, (b)=0, whatever F, may be. Also,
Fauc(b) can never anain the value 1 although it does
spproach that value as the sharpness of b increases, so thal
Pux €10.1).

For any curve b for which p, () > 0, its degrees of
membership ug(b). p£(b), and ps(b) 10 the fuzzy sets of
sharp fair, and gentle curves, respectively, may be defined
s

Bs(8) = fs(bu(b)) (2)

O =(ba)-3]
and

ROEARD) (2
such that

) fg(-) and fy(-) are monatonically decreasing func-
tions over (0, 1] and [0, 1/2], respectively;

b) f¢(-) is a monotonically increasing function over
[0.1]: and

<) us(b). up(b), and po(b) all take values in [0,1] only.

For example, we can take
pa(b) = s{ouc(6)0.3.1 o)
11
S{F..:(b);o. > i] @
if0 € p(b) € 7
he(b) = 13 3
1- s[p,;(b);i.;,xj )
if 7€ Hue(b) 1

Ho(b) =1- S(n“(b);o, ;1]

Fu(b) €(0.2) (5)

where S denoles standard S function (20] such that

0, x<a
2{1_"]’ 8
—|. agxg
S(riaBy)={ " : 2 (6
l'z[y_a]- Bixgy
1 X3y
with B = (a + v)/2.

As mentioned earlier, y,, = 0 (which cormesponds to a
straight line) is not included in compuling k¢, py. 20d pg
values. However, even if we put g, =0 in (3)-(5). the
values we get namely, pg = 1., = pg =0 do oot con-
tradict our intuition, since a straight line can be looked
upon as the most genile curve. Again, since the boundanies
among the fuzzy sets sharp, fair, and gentle are not hard,
any curve may have nonzero membership values for all
three sets.

As an example, we consider p,.(b) = 0.2, 052, and
0.82. Then from the following table, the degree of member-
ship of these b, as expected. is found to be maximum for
the sets gentle, fair, and sharp, respectively.

Panld)
0.2 052 082
bs 0097 0539 0938
ge 0387 0897 0.8l
B 0903 0461 0065

Besides using the standard functions (3)-(S). one can
also use a function

Jlb) = [1 R (W“T—NH

(where u is some reference constant) that approximates the
standard functions. For p = 1, 0.5, and 0. (7) represents
the bership function cor ding to the sets sharp,
fair, and genue, respectively. Positive constants £, and F,
are the fuzzifiers which conwrol the amount of fuzziness in
a set.

M

B. Algorithm

The structure of the Lthree-stage hierarchical procedure is
depicted in Fig. 3. At cach stage contex!-free grammars
with V= {a, b, b, ¢} have been used. The a, b, b, and ¢
denote a line segment of unit tength, a clockwise curve, an
anticlockwise curve, and a dol, respectively.

Let x denote the string representing the contour of the
epiphysis and y Lhe string representing the intesior of the
epiphysis conlour, i.e., Lhe boundaries of the image of the
palmar surface of Lhe epiphysis.

Stage ! (primary classification): We define five classes
Coi=1,2:-,5 as C, = (A}C;= (B}, Cy =
{C.D.E}.C,=(F.G H).C= (]}

Let G, denote the grammar corresponding to class C,
{=1,2,-++,5 and L(G,) the language generated by G,.
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Fig 3. Three-stage hierarchical classification scheme.

If x is found to be the empty string (), we infer the
class C, (Stage A). If not, and if x is parsed by the first
stage grammar, then

x €c L(G).il prgy(x) = jmax Brep(x)
k=2,3,4,5.
Ties, 1! presan can be dealt with in 8 number o{ ways.
h is to use rand

whereby the l'mal decision is based on the outcome of a
random experimenl, usually simulated with the help of
random numbers.

The reasons for adopting this particular form of cluster-
ing of events A~/ are rather obvious from Fig. 2. For
example, each of the stages A, B, and [ is unique in itself
and hence is put in a separate class. Again, the forms of x
in Stages C, D, and E bear greater similarity to each other
than to strings from other classes. These are, therefore, put
together in C,. The same reasoning applies to F, G, and H.
Of course, there is the possibility that C; and C, will
overlap, mainly because of the similarities in E and F in
respect to x. Provisions have been made at the next stage
for minimizing the error resuiting from this.

If x € L(G,), i =1,2,5, then stop; otherwise, go to
the second stage.

Stage 2: We come here if in the first stage x €, L(G,)
or x €. L(G,). We now bring p into the picture. If
x €. L(G,), go to step 2.1, and if x €, L(G,), g0 to step
22,

Step 2.1: 8) If y can be parsed by means of the
second-stage grammar and if

HL(G,:)(-V) = max ’FL(G,,)(,V):FL(G.,)U)].
ie,
y €c L(Gy)

then decide on Stage E. If not, go to step 2.3. b) If y can
not be parsed by means of the second stage grammar, go
10 step 3.1.

Step 2.2: a) If y can be parsed by means of the second
stage grammar and

Brign(¥) = o8 [l Bren (1],

IEER TRANUACTIONS ON SYSTEME, WAN, AND CYBERNETICS, VOL. 4C-16, NO, §, SEPTEMBER/0CTOBER 1985

TABLE!
Lisy or STarnos Frox Each CLass

Srings

Xwe
X = a"ba®h, m,n » 0 and b is fuir or sharp
X = Pba®hQ, b is sharp or fair. ¢ » 0
with P = a’ or a’ba’ (b"gentie):
Q=a'Rota’RY; and
= b {sharp o fair), £, 5.1 > D.
[ X = L'BEBL”, b sharp or fair,
with L = a*, a*Ma"Ma’ of 6*MMa’
M =borb (gentle), 1, y. 2> 0
=L, Lbor LbL
L” = L bL,or LAL, b"sharp’ or ' fair’
E = GF. G*F. GFa’ or G*Fa’. x,y > 0
F= LbLh
G=a’

a
J‘DDE

Cn Y = L*bL*b, b' oot geotle”
with L* = L, ML, LM, a*Ma>,
Ma*Ma’M, a*Ma’M or Ma’Ma’,
L, M arcas sboveand x. y > 0
Cy Y = L*BL*L°BL"BL*BL"b. b " not gentle’.

L* is a5 above.

i, if y €. L(G,)), decide on Stage F. If not, go to step
2.3. b) If y can not be parsed by the second stage grammar
80 to step 3.2.

Step 2.3: We come here if there are contradictory
decisions in the first two stages, that is, either i) x €,
L(G,) but y €. L(G,) or ii) x €. L(G,) but y€,
L(G),). We can tackle this situation in either of two ways

1) We can pletely ignore the first-stage inf
and lake the second-stage decision to be final. However,
such decisionmaking is not sound.

2) We can combine the information obiained at both
stages and then come 10 a final decision. This can be done
in 2 number of ways. For instance, writing

ay= I‘Lm,)(“)- a = pycy(x)

by = l‘ucu)(y)- b= I‘L(a...()’)-
we decide on the class Gy, (Stage E), if ¢, = max[d,, ¢
and on the class C,, (Stage F), otherwise, where ¢, = 3,4,
can be defined in one of the following ways (using collec-
tive or conneclive property):

1) ¢;=(a +b)/2

2 ¢ =(af + 6]}/

3) ¢, = min(a, b,)

4) ¢, = max(a, b).

Tt can be observed from Fig. 2 that the interior of the
epiphysis contour is empty in Classes C and D but not in
classes B, F, G, and H. It is this additional information
that we utilize at this stage. The forms of y in Cy =
{C, D), Cyy= (E), Cy = (F), md Co= [G.H) am
distinct enough to facilitate differentiation by syntactic
means.

Stage 3:

Step 3.1: Determine Dy (the maximym dismeter of
the epiphysis) and W, (the width of the metaphysis). If
r= Dg/W), < 0.5, decide on event C; otherwiss, decike
on D,




PAIAR AND PAL: FUZZY GRAMMARS IN SYNTACTIC RECOOMITION Of SKELETAL MATURITY

Sicp 3.2: Determine Sy (the slope of the proximal
edge of the epipbysis at the medial end) and S,, (the slope
ol (h\ distal cdge of melaphysls al the medial end). There

ilable in the li for this
p\lrpmc [21). If § =8-Sy is less than some prede-
temuned q. switably small, then decide on evenl H; other-
wire. decide on event G.

In practice, S; and S, are reflected by the degree of
anness of the curve at the medial end of the epiphysis
oonlour,

In this stage, the classification is not, strictly speaking,
syatactic in natre. We have merely made use of some
Licune 1. Classification Algorithm.

Provedure CLASSIFY:
BEGIN;
IF x € L(G,) THEN decide on A;
ELSE IF x € L{Gy) THEN decide on B;
ELSE IF 1 e L(G,) THEN

61

differences between C and D, and between G and H, as
described before, to facilitate classification.

‘The sample strings from each class used for constructing
the grammars is given in Table [. The grammars for the
first stage are given in Table 11 while those for the second
stage are given in Table I11.

It is not difficult to verify thal every one of the repre-
sentatives of mh class, given m Table 1, has by ovr

a for the language cor-
responding to ils own class, its mcmb:rshnp in all other
languages (at me sxme slage) being lm or at most as large
The classifi is d d in the structured
format of Listing 1.

uyunbepumdhyneemﬂmyummurm

" e bt
BV BLiG,ulY)
THN decide on F..M -
£L3F DO;
a3~ Brgy(x)
a; = prgylx)
by = Bucy(r)
by = Bty
compute
compule $,;
/* Definitions of
#). $ given in
text ¢/
TF ¢ = max(y, ;)
THEN decide oo £,
ELSE decide on F;
no;
END;

DE «~ maximum diameler of the epiphyxis;
Wy o sndth of the metaphysis

re Dg/Wy

ur(OS‘mndmdconC.

ELSE decide 0a D;
END;
ELSE I x € L(G,) THEN
D0:

' IF y can be parsed by secood stage grammar
THER

T g, (y) = maxlig g, \(9), b, ()] THEN docide oo Ry
ELSP DO;

a3 = Prigylx)

@ - pe )i
by = Brugy(¥):
b~ mc..)(!)
compute
computc ¢

1 ¢ = max
ExD;

END;
ns 0o;

(43, 9) THEN decide on £ ELSE decide on

S - slope of the proximal odge of he epiphysis ot the medial end:
Sy = slope of the distal edge of the cpiphysis at the medial end;

S S-Sy

WS<a/*a ymd:lmmlwd */ THEN devide oo H;

ELSE decide
N,

o,
€L.SE 1F x @ L(Gy) THEN decide oa 1
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TABLEN
PRODUCTION RULES FOR THE FiRsT STAOE
Production ~ Membership Values 8/, Values
Si.  Rules  (FG), (FG), (FG); (FFG), (FFG), )y
1 S—44 1 0 0 10/10  0/10  0/10
2 S 444 0 1 0 0/10 10/10 0/10
3 S=ACA 0 1 0 0/10 1010 010
4 S-DS 0 1 0 0/8 5/5 0/5
5 §=S8C 0 1 0 0/3 5/5 0/5
6 S—LFM 0 0 1 00  0/10  10/10
7 A=BC 1 1 [ 0/0 0/0 0/5
8 A=C 1 0 0 11 0/1 0/1
9 B-aB 1 1 1 0/0 0/0 0/0
10 B—a 1 1 1 0/0 0/0 0/0
1 C=b Be(d) Br(d) 1 ge(b)/S ge(b)/5  0/8
2 C—b ps(b) pstd) 1 ge(BY/S gs(BY/S O/
13 D—BE 0 1 01 1/1 111
14 E=b _ 0 uold) pold)  O/5  ge(b)/S gc(d)/S
15 F—b5Gd 0 0 1 0/5 0/5 5/5
16 G- AHH 0 0 1 0/1 0/1 1/1
17 G-~ AHHB O 0 1 0/1 0/1 1 V43
18 G- 4G 0 0 1 0/1 0/1 1/1
19 H=IC 0 0 1 0/1 0/1 171
0 /-8 0 0 1 01 0/1 1
21 1= BKB 0 0 1 0/1 0/t 171
2 I1-K8B 0 0 1 0/t 0/1 1IN
2 18K 0 0 1 0/1 1/
4 K-b 0 0 pgld) 0/ /5 getby/s
23 K-b 0 0 pgld) 0/ 0/5 8(bV/S
2% L-ICI 0 0 1 02 0/2 12
n L=IC 0 0 1 0/2 0/2 22
B L= 0 0 1 02 02 272
29 M~-ICI [ 0 1 02 0/2 272
0 M-~Cl 0 0 1 02 0 Yz}
N M- 0 0 1 0/2 0/2 12
TABLE T of p,(g/h,). This is because of the basic similarity be-
PRODUCTION RULES FOR THE SECOND STAGE tween the patterns of the different classes in the first stage
Producion  Membership Values 2,/h, Values {second stage).
L Rules (FG)y;,  (FG)y (FFG)y;  (FFGly A brief discussion of the manner in which the weights of
1 S—4 1 0 10710 0/10 the production rules are assigned for the two approaches is
2 s-88 0 1010 10/10 in order
1 4A-=DD 0 iy .
4 B DFD (l) } 82’ 1;10 The Fuzzy Grammar Approach: Al either stage. some of
S D~Eb 1-uglb) L-pg(d) (b2 Fo(0)/2 the rules have weights of either zero or one for the differ-
: g" 7’ ? 1- ‘;c“’) g/g k(bg% ent classes. The interpretation is obvious; a rule has mer-
8 E—HIH 1 1 050 0/0 bership 0 fc_)r the grammar of a class if it _p]ays no part in
9 E-JE 1 1 00 0/0 the of the language cor ding t0 that class,
10 E~HL 1 1 00 0/0 i i i i
N Es ML 1 h on o On the olhgr haFd, if 2 rule play§ with certainty. a role in
12 E—JEL 1 100 0/0 the generation, it has mem}:ershxp 1 for that class. Some
13 E~y 0 100 0/0 rules have weights of a third type—they depend on the
14 Fab 0 l-peh) 02 (b2 values of pg, g, Of pg for the corresponding curves. For
:: ;: fz g 1- :“m g% ““’3% example, rule numbered 25 (Table II) has 2 weight ()
17 H=a 1 1 000 0/0 for the grammar (FG),. This means that its weight
i; I~ K 1 1 g/a g/g dependent on the gentleness of the curve 1n the sense that
2 j : fﬁx } } O;g 050 the gentler the curve, the greater the weight of the rule.
A K-b ng(b) pelB) 2BV g(B)2 Fractionally Fuzzy Grammar Approach: For assigning
2 K-b Ho(b) #a(d)  ge(d0V2 ge(B)2 8/h, values to different production rules we have been
3 L-J 1 1 0on 0/0 guided by the criteria laid down by DePalma and Yau (14
U L-JL 1 1 0p 0/0

C. Some Guidelines and Observations

1t should be noted that for all the grammars used in the
first stage (2s also in the second stage), we have used the

which are as follows:

First, a rule which cannot help to distinguish one class
from another can be given the value 0/0, and would then
have no effect on the final membership assuming some
rule /, for which &, # 0, is also applied.

Second, a rule for which A, is small has little effect oa

same production rules but of course. with different values  the final membership of any string generated by that rule
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Third. any rule for which , is large has a large cffect on
the fina) membership of any string g d by using that
rule.

Fourth, if rule i is used, the fuzzy membership of the
string 15 changed in the direction towards the value g/,
by ihe application of rule i. Thus if g,/A, is close to zero,
118 decreased.

Finally. a rule which is used in all the strings can be
given a membership value which could serve as a starting
point from which we could subtract by rules with g/h, = 0
and to which we could add by rules with g,/h, = 1.

For some of the rules, the g-values have been made
dependent on pg or pe Or p-values by means of aonde-
creaning integer-valued functions g,(b) defuned, for i =
S hGas

2, b) =iat [h x u,(b)].

if hp,(b) -~ int[h x ,(8)] < ;
=1 +im [k X g(b)]. (8)

where int[x] = integer part of x. x being any real number,
and h is the corresponding h -value.

Another issue of concem to us is whether the absolute
dimensions of the subject and hence those of the epiphysis
and the metaphysis may affect the results of the classifica-
uon. The magnification or reduction of a given image of
the epiphysis will cause two types of changes:

otherwise

1) the straight line segmenis in the image will increase/
decrease in lengih; and

2) the curves in the image will become gentler and
sharper. or both.

The first is taken care of in the grammars by means of
production rules of the type given by rules 9 and 10 for
Stage ! and 16 and 17 for Stage 2. Changes of the second
wpe will, in general, change the weights of those rules
whch depend on pg. pp or pg values. However. the
relatine values of the weights remain unchanged, and hence
the final outcome is nol affected.

Finally, we would also like to point out that although in
Tables |1 and 111 the membership values of certain produc-
tions are taken to be zero and one, we consider this to be
an aversimplification of the situation. 1t would be more
tealistic to have for such rules membership values which
are close to zero or one. This entails that they be estimated
with the help of a large number of samples with known
classification, however. In other words, supervised learning
18 required,

D. Some Practical Considerations

The classificati Igorithm as described before has
been developed on the basis of the description given in
Secion 11 (2] for the different stages. As far as possible,
the minor variations in pattern that arc quite likely to
occur have been accounted for in the grammars.

However, in practice, due to the limilations of the

pre-p 8

T

Fig 4. Ioputimage

and contour exiraction) algorithms, it is quite likely that
we may encounler siluations in which the above algonthm
will need some modification for machine identification of
different stages. For instance, in (he cases of C, and C,
(though it is very unlikely for C)). we may obtain an
edge-detected image in which the contours representing the
epiphysis and the metaphysis are partly joned. In such a
case, we skip the method of primary classification in Step
1 and proceed from Step 2 for final classification.

V. 1MPLEMENTATION AND RESULTS

Fig. 4 shows an edge-detected version of an 128 x 145
dimensional image of radius of 10-12-year old boy (4]
These contours are exiracted using contrast intensification
operalor along with § and 7 membership functions. The
computer-based description of the relevant contours (with
a 90° clockwise rotation of the image) after a) octal code
representation, b) smoothing 1o remose the spurious wig-
gles. and c) segmentation 1}, is as follows.

1) Starting Point of Contour; (22,1)
End of Contour: (129.1)
Description of the Contour:
Ly Aous Ly Aosn L Aoy LAgm
Lys Agsyy Ly Aam Ly Agus Ly Agsn
Aom LAomi
2) Startng Point of Contour: (24,1)
End of Contawr: (119,1)
Description of the Contour:
Ao Ly dgyn Ly dag Ly Ao Ly
Agrg L Aosa Li Aveu don Aom
Ly Aorn Ly Aome Ly Aosus Agsn Ly
Agres Ly Avass L Ausar Agaas Aosg
Aosg Avus Ao Ao Awo Ly Agan
Ly Aquig Ly Ao L Agyn Ly Agan Ly
3) Starting Point of Contour: (22, 64)
The Contowr is Closed
Description of the Contour:
Ly Aoy Ly Aorn L Anews Ly Ay Ly
Aurm Aows Adans Aum L Agsgs:

Here, L, A, and A denote the straight line, clockwise arc,
and counterclockwise arc, respectively. (This was the nota-
tion used in [1] to denote wht we have called a, b, and 5
in this work.) Suffices of L and 4 represent the aumber of
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TABLE IV
B oe® AND i ~VALUES OF ARCS IN STRINGS ¥ ¥y. ¥y. fy. Ja

Siring

Far AND p-VALUES 0) ARCS IN THE STRINGS

080 0272 0662

Pax
ne 0039
0m

0852
0816

ons
. 0768

b 0852
0860

N
0.068

0.763

010
0662
xc 003
0816

0110
0.598

0128
0.598
"

ue 0068

0m

0323
0.763

0323
0.598

Pan

B 0882 0110 031

0.598

[3)3)
0.862

0228
0.662

0.228
01m

0.852
0.662

008

072 0765 0816 02712 0.%65

0882
0.m

0110
0.763

0068
0.360

0852
0818

0.110

0852
0818

0110
0.860

0039 0.068

0.068
0m

0039

0335 0272 0765 0816

0.852
0816

0110
0.768

0352 0110 0.068

0.763
0068

0110 0.110

TABLEV
List OF LifT-MosT DERIVAYIONS 01 STRING 1 AND THEM EvaLuATIONS

Lefimosi Derivaton
of Siag

Evaluation of Denvation
(FG)y, (FGl, (FFGyy (FFG),,

Membership of Sinng in
LIFG)): LGy, L(FFGh, L(FFGY,

a) (MK SHTNL6) (1) 0
(SXRKI6) I TH I8N 22)
(LINSKTRL6) (1 TRANS)
(0X16°(1 T 218X 21y
(4USXOXIEXUKTHIT)

b) (NASHIHLONCUTHLS) O
(BX16P (1 IXLEN K ITHS)
(THI6) (L THAXSX10K16)
(ITNDNIBYAINISK1 )
QEXANSKIHT)

o (2NANSHRX16)'°(17NIB) O
(zzm}’(mus)nxmsz
(TU16) (17X 4N SH10K16)
(1IN BH2UNISNSX9)
(BN TXIT

d) (HANSXBRIGCATNE 0
(zz)use’mxumnxs
(M16) (17X XS 10X 16)
(IHNIBR2ANISKEINE)
(2INSXTHITY

0110 015

0110

0281

0110

09

0110 0281

0.594

oy

0 [R] 0.281 one

0.6

0.719

line units and Lhe degree of arcness g, of the arc A4,
respectively. To explain the meaning of the descriplions
given above, let us consider for example, the contour
number (3).

The starting point is given as (22, 64), which means that
the location of the point at which the scan of the contour
begins with respect 1o the coordinale (m, n)-axis shown in
Fig. 4. is (22, 64). As the contour is closed. the end-point of
the contour is the same, i.c.. (22,64). The contour slaris
with a line segment of eleven units followed by a clockwise
curve whose degree of arcness is 0.86 and so on, and
finally it terminates with a clockwise curve having g, =
0.765. Since we are inlerested only in the epiphysis and
metaphysis, other contours of the image (Fig. 4) are not
considered.

From this image pattem we find that the contours
P ing the epiphysis and the physis are parily
joined. So we proceed directly from Siep 2 of the al-
gorithm, Here we bave Lhe string corresponding to Lhe

palmar and dorsal surface
y = a"'ba*baba*ba bbbbab. O]

The values of u,. and g, for the sequence of arcs in
this string are given in Table IV. The values of g, and ¢,
for these arcs are computed. with (5) and (8).

The different derivations for the string » given in (9) &8
well as their corresponding evaluations are given in Table
V. As is evident from the table, the string 1s classified int0
C,: that is, the input image (Fig. 4) is idenufied by botb
approaches as being in stage F as far as matunity of (he
radius is concerned.

Let us consider again the contours of different regions
Fig. 4. These are secn to have some staircase lines, wiggics
and minor arcs of (wo to three pixels which have beca
8 d during its edge-detection process [4]. To exirac
primitives, four different smoothers were used before hand
whose purpose was to make the coatours as straight s
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TABLE V1
EVALUATION OF DERIVATIONS OF y;. y1. ). Y3 AND THEIR MEMBERSHIP VALUES
Evaluation of Derivalion Membershup of String in
Siring Derivation (FG),, (FGl, (FFG)y (FFG)y LFG), L(FG), L(FFG), L(FFG),
1 0 010 027 0mM
" ] 0110 0267 071
2 0 008 020 o7
1 009 0 08 o
» 009 0 08% 1
2 0 om0 1
1 [ I I VN (B 1]
2 [} 0068 018 0628
3 0 008 0NI 070
4 0 0110 020 068
s 0 0l 0118 0ED
6 0 0110 0250 0688
h 1 ¢ 0110 0375 081)  06R 0148 074 081
g 0 0110 0375 0813
9 0068 0 067 0250
10 0 010 031 0RL
1l 0 0088 020 D688
1 0 0088 0250  0BR
12 0068 0 0643 0286
1 008 0 0458 0042
™ 2 0 010 036 088 0068 0110 04380388
3 0068 0 048 0042
possible by eliminating such undesirable elements. The With a parsing algorithm that requires backirackig. it is
sting y (9). in fact, cor ds 10 such a hed  uot just sufficient 10 keep (rack of the derivation tree alone

(approximated) version of the contour of the palmar-dor-
sal surface.

Therefore, if there is any such variation in contour
pattern Lhat might occur because of the inherent variability
of the classes, these can either be removed or be reduced
peally leaving behind some genile curves (i.¢.. some gente
arve may remain in the straighter pari even after smooth-
ing) duning their primilive extraction operation. Such pos-
dhulities have also been accounted for in the grammars.
For example, the string y may take one of the loliowing
lypical forms (anificially generated), among others, for
Stage F.

1) y, = a*ba’ba’ba’ba’bubabad

Yy, = a''ba*ba’ba’baba’s _

3 3y = a''ba*ba*bo’babbbabb

4) y; = a*bba‘ba’ba'bbb.

For these strings also, the values of u,, and g for the
smquence of arcs are given in Table 1V. The evahualions of
their different derivalions as well as the corresponding
memberstups are shown in Table V1. To limit the size of
the paper. the details of their parses are nol shown. In each
emc. the slring is identified as undergoing Stage F by both
approaches.

VI. Discussion

Two Y based on
hezy and fr lly fuzzy are developed here
{or identifying stages of bone manwrily from X-ray images
using the primitives extracted in Lhe earlier work [1). Of
the two approaches, the fractionally fuzzy one bas 2 slight
edgc over the other because of the following reasons [14).

when a fuzzy grammar is being used. The fuzzy valve al
each step must also be remembered at each node, so that
the memory requirements are greatly increased for many
practical problems. (This, incidentally, places a fuzzy
grammar at a disadvantage with respect lo a non-fuzzy
grammar too.) With a fractionally fuzzy grammar, how-
ever, backtracking poses no problems, as we only need to
subtract the g and h alues for the rule being eliminated
Irom the respective running totals.

A second drawback of fuzy prammar in pattern recog-
nition is the fact that all strings in L{FG) can be clussified
into a finite oumber of subsets by their membership in the
language. The number of such subsets is strictly limited by
the number of productions in the grammar. With a frac-
tionally fuzzy grammar, this problem does not arise.

An algorithm for recognizing matunty using ordinary
grammars had also been reported [22) by the authors. 1o
that approach, the sets of sharp, fair, and gentle curves
were sharply defined by means of thresholds on the P
values. Separale grammars were defined for the different
classes using the same Lhree-slage hierarchical procedures.
In the present algorithms, the seis of sharp, fair, and gentle
curves have beeo ireated as fuzzy subsets so thal, in
general, any arc can have nionzero (bul not equal) member-
ships in all three. The incorporation of the element of
fuzziness in defining sharp, fair, snd gentle curves in Lhe
present algorithms has enabled us to work with a smaller
oumber of primitives. By introducing fuzziness in the
physical relations among the primitives, it has also been
possible 10 use the same set of production rules and
nonterminals at each stage.

However, for a given stage, the different production
rules of the single grammar used therein are given different
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weights for the classes considered at that stage, to reflect
the characteristics peculiar (o that class. The grammars
are, in general, ambiguous, but different parses of a single
string may have distinct weights generally, depending upon
the weights of the rules in the parse lists. The degree of
belonging to the languag, ponding o a given class is
taken 10 be equal to the largest of the weights, for that
class, of its different parses. The string is finally assigned
10 a class to which its degree of membership (belonging) is
maximum. Therefore, we may need (o parse an input
string with only one grammar at each stage, unlike the case
of the nonfuzzy approach [22) where we may have to parse
each string by more than one grammar in general, at each
stage. However, this has 10 be balanced against the fact
that the grammars used here are nol as simple as the

cor 8 8 [22). Furthermore, these
or need not be bigs whereas bigt
ity is an absolutely necessary requi for the nonfuzzy
approach.

In this connection mention must be made of the attri-
buted grammars (23] to tackle similar situations where the
patterns are having shapes slightly differing in details for
different classes. The local shape information of the palmar
and dorsal surfaces of X-ray image was used in extracting
primitives [1) and in the present work the global structural
information is i d by the weighted producti
rules. These two steps are combined into one in case of

ibuted gr ie., the production rule is used to
guide the primitive exiraction. In autributed grammars,
semantic information about the shape of a curve is borne
by the attributes, namely direction, curve length, total
angular change, and degree of declination. Since the infor-
mation carried by primitives is of a high order, the produc-
tion rules can be made simple. In our method, semantic
information is carried in the pg, pr and pg values of a
curve and in the length of a line segment.

It is 10 be mentioned here that the descriptions of the
different stages of maturity are standard and are iaken
from the book of Tanner ef al. [2]. They have emphasized
the point that samples from the same stage may exhibit a
great deal of vari In developing the gr we
have 1aken into account all such variations. [n fact, the
noisy versions (Section V) of the input siring generated
artificially also takes into account those considerations.
The robustness of the algorithm has been exhibited by the
correct classification of the noisy inputs. Furthermore, the
recognition ambiguity (as seen from Figs. 2 and 3) lies
mostly between classes E and F, and we have considered
patterns (rom Stage F to demonstrate the robustness of the
algorithm.
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