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{n pattern recognition problems in terms of thelr intraclass and
P ndu;meﬂllﬁmlndzxnluedmnlhknlhhﬂllynll
e racteizing aod dlcriminating different casses Incresses.
o it dereloped hes been (mplemented 1o cases of vomel and
b ..'::mnnuuon problem using formnt Irequencies and differext §
1nd o membership functions.
1 INTRODUCTION
The process of selecting Lbe neressary information 1o present
10 e decision rule is called featre selection. Its main objective
is fo rctain the optimum salient characteristics necessary for the
tecognition process and to reduce the dimensionality of the

erduttion

5
ordinary set 4. The sst 4 ia such'that

palx) =0, it py(x) <05 (3)
md

prlxy =L i (x)> 08 (3b)

The posilive constant k appears in order lo meake y(4) lie
between zcro and one, and its value depends on the type of
distance function used. For example, & = 1 for 2 gencralized
Hamming distance, wheress k = 2 for a Euclidean distance. The
eorrlupondmg indices of luzziness are called the linear index of
sgm-u_l‘m_ w(:) and the quadratic index of fuzziness y,(A).

o " >

oeasurement space so that clfective and easily computable al-
gorithms can be devised for efficient classification.

The criterion of a good leature is that it should be unchanging
with any other possible variation within a class, whik emphasiz-
ing diff thet are imp in discriminating between
pattemns of different types. One of the useful techniques to
schieve this is clustering transformation [1}-[3}, which maxi-
aizes/minimizes the interset/intraset distance using a diagonal
trsasformation, such that smaller weights arc given to features
having larger variance (less reliable). Other separability measures
based on information theoretic approach include divergence,
Bhatlacharyya fici the K ati dis~
tamee (L}-[7).

The present work demonstrates an application of (he theory of
fuzzy sets 10 the problem of cvalvating leature quality. The terms
wméex f furziness [8), entropy (91, and w-ness (10) provide mea-
sures of fuzziness ia a set and are used here to define the measure
of separability in terms of their interclass and intraclass measure-
ments These two types of measurements are fouad 10 reflect the
concept of interset and intraset distances in classical set theory.
An index of feature evalualion is then defined using these mea-
sures such that the lower the value of the index for a fealure, the
weater is the importance (quality) of the feature in recogaiziog
ud scparating classes in the (cature

It is also to be mentioned bere that the above parameters
provide algorithms for i ion [11) of grey tone
image and measuring enbancement quality (12] of an image.

Effectuveness of the algorithm is demonstrated on vowel, plo-
sive consonant, and speaker recoguition problems using formant
Irequencies and their different combinations as feature set and §
and » functions {13]-[15] as membership functions.

1I.  Fuzzy SETY AND MEASUREMENTS OF FUzzINRss

A Fuzzy Sets

A fuzzy set A with its finite number of supports Xy, Xy, *+, X,
in the unjverse of discourse U is formaily dcfined as

A= ((malx)em)}s o

where the characteristic function p,(x;) known as membership
function and baving positive value in the interval [0,1) denotes
the degree to which an event x; may be a member of 4. A point
1, for which p,(x;) = 0.5 is said to be a crossover point of the
lzy set 4.

Let us now give some measures of fuzziness of a set A. These
measures define, on a global sensz, the degrec of difficulty
fambiguity} in deciding whether an element x, would be consid-
cred a5 2 member of A.

B, Index of Fuzziness

The index of (uzziness y of & hwzy set A having n supporting
poinls reDects the degree of ambiguity present in it by measuring
the distance between A and its nearest ordinary set 4 and is
defined as (8]

t=1,2,-4,n

2
v(4) = zd(4. )
where d (4, 4) denotes the distance between A and ite nearest

bea Hamming distance, we have

dy(A, ) = ),:lu,(x,) - pi(x)|
=Tpanalx)e  I=Ll2eon )
1

()

where p, 7{x,) denotes the membership of x, to a set which is
the intersection of the fuzzy set 4 and its complement 4 and is
defined as

Bana{x) = mi“(m(’:)-(l - FA(’H))}-

WA = T Ehinals), i 1hen

i=12n
Considering d to be an Puclidean distance, we have

2 i )1 w
Y.(") = 7:‘ )‘:(h(’l) = pilx) ’
i=1,2:n (6)

C. Entropy

The term entropy of a fuzzy set A is defined according 10
Deluca and Termini (9] as

1
H(A) = m?-“.(h(’r)): i=12,m
with
S (8a(x)) = —ma(x)1n(ns(x))
~(1 - p(x ) (1~ mfx). (@)

In (7) and (8), In stands for natural logarithe (ie., base e).

However, any other base would serve the purpose because of the

normalization factor ln2 in (7).
v(A4) and H(A) are such that (from (5}~(7)

Yoin = Hey, = O(min), for p,(x,) = 0orl
Youy = Heay = 1(max), for p,(x,) = 0.5,

U]

foralli (Sa)
torall i. (9b)

Suppose p,(x,) = 0.5, for all i. Then py(x,) =0, for all 4,
and

2
Ila

i)’

1 1 1
H(4) Hﬁ;['hi] ‘"—m'nlnl-l.

wn=35(3)-
2

”

1

2

L

v.(‘)-';‘{;( 2

and

2]

‘Therefore, y and H Increase monotonically in the interval (0, 0.5)
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and decrease monotenically in (0.5,1] with a maximum of one at
p=05

D. w-nes
The -ness of A is defined a3 [10)

o(4) = ZG(s).

where G, is any  function s explained in the Section ITI.
G, (0< G, < 1) increases monotonically in [x, =0 to x, =
Xpa/ 2, $2Y) and then decreases monotonically if [ Xgy /2, X |
with 2 maximum of unity 81 xg,,/2, where x ,, denotes the
maximum value of x,.

M. Memership FUNCTIONS
Let us now consider differeal § and w functions o obtain

#a(x,) from x,. The standard S fuaclion as defined by Zadeh
(13] has the form

pas(xiaibic)
=0,

=2f(x,-a)/(c - a)].
-l'il(xl_c)/(“")]‘u b¢x e (119
=1 (11d)

in the interval [a, ¢) with b= (a + ¢)/2. The parameter b is
known as the crossover point for which p,g(b) = S(b: g, b, ¢)
=05,

Similarly, the standard « function has the form

bae(xiiaie,a) =y g(xia,byc), x <c (129)
=l-ps(xiet.a), x3c (1)

in the interval (a, o’ with ¢ = (a + @')/2, b= (a + ¢)/2, and
Y =(a’ +¢)/L b and ¥ are the crossover points, i.e., p,,(b)
=, (¥} =05, and ¢ is the central point at which g, = 1.
Instead of using the standard § and # functions one can also
consider the [ollowing equation as defined by Pa! and Dutta

Majumder [14), [15)
2 - -F
bu(x) =6(x0 =1+ %)]
¢
p {unctions.

the standard b
F, (|wo positive | mnslanu) are known respeclively as
and | fuzzy and contro! the
crossover point, bandwidth, and hence the symmetry of the curve
aboul the crossover point. i, is the reference constant such that
the function represents an S-type function Gg for £, = xq,, and
8 m-type funciion G, for &, = x;, 0 < x, < xg,, where x_,,
represents the maximum value of x,.

im1,2:,0 (10

x<a (11a)
agx <b (11b)

X2

(13)

which
F, and

TV. FEATURE EVALUATION INDEX
Let €. G- G C, b¢ the m-patiern classes in an N-
dimensional ( X, Xy, -y Xy ) feature space Q. Also, let
n (j=12- .m) be the. number of samples available from
cass C,- The algorithms for computing y, H. and s-ness values
of the classes in order to provide a quantitative index for feature
evaluation are described in this section.

A.  Computation of y and H Using Standard = Function
Let us consider the standard = function (12) for

with
b=2c-V (140
a=2lb-c (14d)
@=2b-c (14)
whcre (x Jl)_,. (x',),,_dsand (‘u)m denote mmmm::h

covrdsmteam over all the » szmplsmq,

Since p(c) = ((x,))n) -i the values of y and H are 2¢r0
at ¢=(x,), and wauld tend to unity (9) as we move away
from ¢ towards either b or & of the # function (ie. (rom mean
towards boundary of C). The lower the value of y or H along
the gth component in q the greater would be the pumber of
samples having u(x) = 1 (or, the Jess wonld be the difficulty in
deciding whether an element x can be copsidered, on the basis of
its gth measurement, 2 member of € or not) and hence the
greater would be the tendency of the sampla to cluster around
its mean value, resulting in less internal scatter or less imtraset
distance or more compactness of the samples along the gth axis
within C,. Therefore, the r:lubl.lny (goodness) of a feature in
characlcnung a class increases as ils corresponding y or /f value
within the class (computed with # [unction) decreases.

The value of y or H thus obtained along the gth coordinate
axis in G may be denoted by y;, or HJ,.

Let us now pool together the classes C and C, () k =
1,2,--,m, j % k) and compute the mean (x,,),,. maximum
(X )y, 20d MIRIOUM (X, (), values of the gih component
over all the samples (numbmng n, ¥ ng) The value of y or H
so computed with (14) would therefore increase as the goodness
of the gth feature in discriminating pattern classes C, and G,
increases, because there would be fewer samples around 'the meas
(X g1 )av Of the combined class, resulting in y or H = 0, and more
unrp]es far from the (x,,,),.. givigg y or H = 1. Let us denote
the y and H value so computed by y;, and H,. which
increase as the separation between C, and C; (ie. sepasation
betsveen b and b') along the gib dimension increases or, in other
words, as the steepness of # [unction decreases.

It is 10 be mentioned here that one can also replace (),
(Xg,)mas 200 (Xg, ) min OF (14) by (X, i)y (1)) s 30d (xg )t
respectively, 1o compute y,, of H,,. In this case only their
absolute values but nol their behavior, as deseribed previously.
would be affected.

B.  Compuwation of y and H Using Standard S Function

For computing y and H of C, along the qth component let us
now take the parameters of Fanction (11) as

b=(x,), (158}
b+ max{|(x),, = (xp) el W2 ~ (3 al}
(15b)
where
a=2b-c. {150

Since p(b) = p((x,)p) = 0.5. the values of y and H are L at

= {xg))y and would tend 10 2¢r0 (9) as we,move away fram »
towards either ¢ of a of the $ function. The higher the value of y
or H. the greater would be the pumber of samples having
#(x) = 0.5 and hence the greater would be the lendency of the
samples to cluster around its mean value, resulling in less internal
scatier within lhe class. Therefore, unlike the case with # func-

14
snd H of C; along the gth component and lake the parameters
of the fimction 22

c=(x,),, (142)
Y=+ max “(7‘41)- - (‘u)—l- I(xvl)n - (‘tl)iul}
(140)

tion, the d: of a feature in characterining 1
class [ increases as us corresponding 1', of H‘ value within
the class increases.

Similarly, if we now pool together the classes € and C,
(jok=1.2,---.,m, j# k) and compute the mean, maximum
and minimum values of the qlh companent over all Lhe samples
(n; + n,), then the value of yg, or H}, so0 computed with (191
would therefore decrease as the goodness of the gth feature 1n
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Fig, 1. Vowd disgram in - K place.

discriminating pattern classes C and C, increases; because there
woukd be (ewer samples around the mean of the classes C; and
C,. reouling in y or H =1, and more samples far from the
oan, gving v, or H = 0.

) therefore appears that the vy, (or H,)) and v, , (or H,)
rflect the concept of intraset and interset distances, respectively,
19 2 Hassical feature-selection problem. With decrease in intraset
and wnterset distances along glh componeat in G the values of
vy lof H,,) and yg, (or Hyy) we seen to decrease, or increase,
when computed using the n, or § function.

€. Computanon of ¢-nexs
Simlarly, for computing n,; along the gth dimension in G,
the parameters of the w function are set as follows:

(168)

a'=ce mu[|(x'/)_' - (‘u)...|- l(xul)n - ("u)ul)
(16b)

e=lx,).,

with

awle-a, b=(a+c)/2, ¥ =(a+e)/2 (16)
For computing w, ,, the classes G, and C; are pooled together
1nd Whese parameters are obtaiped from (n, + ;) samples. Like
e v’ (or H*) valuc obgined with § funclion, «,, and €,
eerease as inbrasct and interset distances ia C decrease.

Cons:dering these intraclass and interclass measures in cach
ase. the problem of cvaluating feature quality in @y therefore
teduces to minimizing/maximizing the values of

¥y ot Hyy/vay ot Hy, or 5
whik maximizing/minimizing the values of
Yo 0 Hypu /vy OF gy or w1y

The feature-evaluation index for the gth feature is accordingly
defined a5

":l+dah
(FED), P
Jok= 12 m fekog=12,- N (17)
wheee d stands for y* or H® and
d
(FY), = 2 )

d,+dy

where d stands for y* of H' or s-pess. Tbe lower the value of
(FEI),, the higher is, thercfore, the quality {importance) of the
qth feature in characterizing and discriminating different classes
in Q).

V. IMPLEMENTATION AND RESULTS

For implementalion of the above algorithm, the lest material is
prepared from a set of nearly 600 diserete phonetically batanced
speech units in consonanl-vowel-consonant Telugy (3 major
Indian Language) vocabulary uitered by three male speakers in
the age group of 30-35 years.

For vowel sounds of ten classes (8, a, 1. i, u, u., e, ¢:, 0 and
o:) includung shorter and longer categories, the first three formant
frequencies at the steady state (£, £, and F,) are oblained
through spectrum analysis.

For consonants, eight unaspirated plosive sounds namely the
velass /k, g/. the alveolars /i, d/, the dentals /1, d/. and the
bilabials /p. b/ in combination with six vowel groups
(8,a, £,1,0,U) are selected. The formani frequencies are mea-
sured &t the instial and the final state of tbe plosives. The details
of processing and (ormant extraction are available ia [14}-{16).

A, Vowel Recognition

A sat of 496 vowel sounds of ten dilfesent classes ase used here
as the data set with £, F,, and £ as the leatures. Fig, 1 shows
the feature space of vowels corresponding to £, asd F, when
longer and shorter categories are treated separately.

Fig. 2 shows the order of importance of formants in recogniz-
ing and discriminating different vowcls as obtained with intrz-
class measures (diagonal cells) and FEI values (off-diagonal
cells). Resulls using only S function in compuung y, and H
values are shown here. Lower triangular part of the matrix
corresponds (0 the results obtained with standard § and «
functions ((11) and (12)) whereas, the upper tnangular portion
ives the results corresponding to their approximated versions
{13). While using (1) we selected the paramciers as follows.

For S-type Funetion:

2= (5gy) s (182)

(18b)

for computing y,, or H,,

= (Zet)gy+  forcomputing v, or H,,.
F, and F, were selected in such s way thal (x,),, corresponds to
the crossover point. i.e., Gy((x,),,) = 0.5. To kecp the crossover
point fixed at (x,),,. different values of F, aod £ may be used
to result in various slopes of § function.
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Fig 2 Onder of importance of features.

For n-type Function: TABLET
3 INTRACLASS AMBIGUTTIES FOR SHORT AND LONG VowEL CLasss
£, = (%), lorcomputing =, (19a)
Membership Vowel Class
= (x4},  forcomputing =, (195) Functio P E u w6 o s
As crossover points bave no importance here in measuring v-ness, 2 01 2 1 4 1 1 2
the selection of fuzifiers is not crucial. Standard 201 2 6 6 1 1 1
The results using (13) (a8 shown in the lower trianglular part of 1 1 2 6 6 1 1 2
Fig, 2) were obtained for F, = 1/16. 1/8,1/4,1/2, and | with
the crossover poinl at (x')_, These values of F, were also found Approximated 3 1 2 1§ 1 2 1
to yield optimum recognition score in earlier investigations on version i 2 1 3 11
vowel and plosive i {14),[15). For ing v, and 112 1 r 1 2!
"k,f:,wasselccled to be 50 for £, = 1/16. ' RRF % KRR

Again, the order of importance as shown in Fig. 2 was ob-
tained alter pooling logether the shorter and longer counterparts
{differing mainly in duration) of a vowel. In a part of the
experiment the shorter and longer calegories were trealed sep-
arately, and the order of importance of formants for the corre-

% RRE & KRR
5 RRE 6 RAR

individually for all the vowel classes. Contrary to the vowel
ition problem, F, and its combinations were found here 10

sponding v, , H,,, and v, values is listed
in Table 1. This is mclm’ed for comparison with the diagonal
entries of Fig. 2.

For vowe! recognition (excepl for /E/, as shown from Fig. 2)
the first two formants are found to be much more important than
A (which is mainly ible for speaker identi Fur-
thermore, better resull has been oblained for the cases when the
shorter and longer catcgories are pooled together than the cases
when they are treated separately. The result agsees well with
previous investigation (14). From the FEI measures of different
pair of classes (of (- d:agcnal oells of Fg, 2). F, is seen 10 be more

e class

yield lower FEI values, i.e., more important than £, and /—
resembling well the earlier report [14].

B.  Plasive Recognition

A set of 588 unaspiraled plosive consopants are used as the
data set with AF,, AF, (the dilference of the initial and final
values of the first and second formants), AT (duration). A F, /87,
AF, /AT (the rates of Lransilion) as the feature seL

The order of importance of the features for plosive recogaition
g to FEI values does not seem o be very regular as has

important than F in
/U.0/, /1.E/, /a, U/, and /8,U), i 1.:., between /(ront and
front/ or /back and back/vowels. For the other combinations,
i, discriminating between /front and back/ vowels, Fy is
found 1o be the strongest feature. The above findings can readily
be verified from Fig. 1.

Typical FEI valucs for F, £y, and Fy are shown in Table Il to
illustrate the relalive difference in importance among the for-
maats in characierizing a class.

Similar investigations have also been made in case of speaker
identification problem using the same dals set (Fig. 1) and
(A F.F K~ FF~F K/F, F/F) 8 the featre sel
FEI values have been computed for each of the three speakers

been obtained in cas¢ of vowel recogmition problem. Here all five
features have more o less importance in determining the plosive
classes, contrary Io the case of vowe) recognition, where £, has
much less importance ban F and F, in defining the vowel
classes. However, a qualitative assessment bas been adopted here
10 formulate an idea about the quality of the features based on
the measure of FEIL

Table I1I shows the oumber of times each feature has occupicd
a particular position of importance on the basis of FEI measure
using y, H, and r-ness values and different target vowels
Results corresponding to both standard membership functions
and their approximated versions are included far comparison.
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TABLE I
TYPICAL FEI VALUES OF THE FORMANTS USING STANDARD MEMBERSHIP FUNCTIONS

FEI Values Amldml to the Parameter

Index of Fuzziness
L]

LI R

w-ness

Fa A R &

04521 03378
0.2093 0.3649
04503 04591
03133 0.1018
04538 0.269
03126 0.519%

0m42
0.5970
0.5894
0.6329
0.5635
0.5720

04829
03038
04822
03994
0.4839
0.3948

0.3874
0.4300
04841
01811
0.3289
04999

0.6226
0.5860
0.5581
0.5586
0.5282
0.5547

04828
02755
04795
0.3826
04822
0.3859

037718
0.4253
0.4846
0.1483
03158
04994

TABLETN
PLOSIVE FEATURES

Position of Lmportance
Second

70 FEI

Membership

Function First
Sundard Ly, Iy Iy Vg, lllyg,1yy rv,..l,,.n,.
Approximate Vg, Vay, Iy Mg, Taes Vi [l Las,
Sondard | Lol Tl Ty dlgelne Lyoe T Veg
Approximate  IVgg, Iz Iy Mgy, Dog IVyy 1014, 134, Yy
1) Suffixes indicate the number of times the feature has
occurred in the position.

YL ILILIV,V represent the features AF, AR,
AT, AF, /AT, AF,/AT, respectively

‘Third

Let us now consider the case of unvoiced plosive sounds with
the standard membership function. The features AF,, A7, and
AF, were first in order of importance 36, 34, and 20 times,
mpccuvely They occupied the second position 42, 25, and 17
times, respectively, and the third 36, 22, and 21 times, respec-
tively. Considering the first three number of occurrences in first
I'lopuluonsandlheﬁrsllwonnmbcto(

we have
d;, > dy,,

ic., the gth feature is more important in recog,nmn; |l|: kth
class than the Jth class, Value of the interset ambi
expected, then decreases showing the deterioration in rdu:fnh(y
(goodness) of the gth feature in discriminating C from C,.
Similar behavior would also be reflected for the third (repre-
senting skewness of a class) and higher order moments when they
are different for C and C, with the same mean value. The
algorithm is found i provide satisfactory order of importance of
the features in characterizing speech sounds, in discriminating
different classes of speeches and also in identifying a speaker.

Since F, and its higher formants (F;, F;,--+) are mostly
responsible for identifying a speaker, we have considered in our
experiment only F in addition to £y and F, for evaluating
feature quality in vowel recognition problem.

It is to be mentioned here that u.: w:ll known suusuul

measures of lul\lre luation such ls
i | distance, eu:
take into account the interdependence of feature vnnnblu Their
in first two involves iate numerical i and

positions, it is seen that the set (AF,, AT) is more effective than
(AF,/AT, AF,), which is again more important than AF, /AT in
discriminating unvoiced plosive sounds. Similarly, the features
(AF,, AT, and M‘,)(plmwhrly. AF,.AT) are seen to be more
reliable than the others in characterizing voiced plosives.using the
standard membership function.

Let us now consider the cases of using approximate version of
the membership functions (13). Todm:nmmmnnvmtedplmvs
the set (AF/AT AF,/AT) gives better characterizing feature
than : whereas for the voiced counterparts
MF/AT Ai‘,. AT) came out 10 be the best feature set.

om these discussions, the features AF; and AT are overall
lwndnbeth:mmponmlmchlmumnslnddw
Criminating different plosive sounds. The result conforms to the
carlier findings (15}, [16] obtained from the point of automatic
Plosive sound recognition.

VL. DiscussioN AND CONCLUSION
An algorithm for automatic evaluation of feature quality in

dier in mean value but differ in second
Variances are different, then

[0 = ()] > [ e~ Ce) ]
(assuming ; with larger variance than C,). From (12) and (14)

estimation of probability density functions [4]. Ln practice in their
computation, the features are usually treated individually to
avoid computational difficulty (17]. Our proposed measure also
treats the features individually. In fact, the present algomhm
attempts to rank mdmduzl features mcofdm; to their i impor-
tance in izing and discri classes. C

of features in doing so is not of interest. Furthermore, evea in the
case of independent feature, the algorithm is computationally
‘more efficient than the aforesaid statistical measures.
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