AUTOMATED SYSTEM FOR GENERATING THESAURUS FROM

SUBJECT REPRESENTATIONS

Several esrerimente wers oonducted at the Docu-
mentation Researoh w.. Training Centre for generating

thesaurus from sohedules oy .!-~=ification and subjact

repreaentation atruotured according to p.:*T~%tes and
principles for facet analyeis. The work reported in
thie paper uses a coding schems developed for aug-
menting the subject strings to make them suitable for
generating thesaurus. The system is fully automatic
wnlike earlier systems. It has five phages namely,
Coding phaee, Term-pair Generation phase, Coordinate
Term-pair Cemeration phase, Tranalation phase and
Printing phase. The system is descrided briefly
giving the eystems flow chart and inputs and outputs
of ths different phases together with a sample print-
out of a mdel thesmuaus generating using test data
of about 60 subject strings in telephomy.

0 INTRODUCTION

01 Theasanrus

A thesaurus is a list of structured compul-
sory keywords, It could be defined as "a con-
trolled dynamic vocabulary of semantically related
terms offering comprehensive coverage of a
domain of knowledge”. It is a controlled list of
terms, with indication of conceptually associated
terms, for use in information retrieval systems
[3}. The conceptual structure and terminological
control provided by a thesaurus contains.

1} Structured aysteme of concepts with indl
cation of hierarchical and associative
relatlonships between the concepts; and

2} All the terms that designate a particular
concept - that is aynonymous terms.

The design and constrvction of thesaurus
of terms (n subject fields for use In Information
storage and retrieval ras gained much importance
In recent years and several thesauri in different
aubject flelds have been published.

02 Computer Generation of Theaaurus

Several experlments were carrled out at the
Docamentation Research and Training Centre in
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the computer generation of thesaurus, To begin
with a faceted scheme for classification for a
specific subject fleld was used in the computer
generation of thesaurus [14] in which it wae
vossible to incorporate the hierarchic relationship
(H:e of terms and only one type of non-hierarichic
relativ ships (NHR), namely, the coordinate
relationsh'o of terms. In another approach, sub-
ject structuz ~e {aubject strings) arrived at by
facet analysis v-~sed on the general theory of
Library Classific:'lon waa used [13], in which it
was poselble to genercte HR and all NHR except
coordinate relationship \"R). In yet another
approach based on subject -trings [4], apartirom
generating HR, all NHR incluling CR were also
generated, based on the principic that all the NT'a
to a particular term are coordinate \mong them-
selvea. Also a set of typology of NHu 18, 9] were
used in categorising the different assocly‘ive
relationships. The procedure used in gener.ting
thesaurus In this roethod requires,

1) the manuzl preparation of a term—code
dictionary in which sach of the dzma isr
given an unlque serial number and kept in
card form, alphabetically arranged for
manual reference, and created as a
directly accessible {ile oo disk using the
serial pumber as key for machine refer-
ence;

2 the manual preparation o 1 synonym
directory having the serial nu. ber of the
terms and serial numbers of all the synony
mous terms to [t, created as a dire tiy
acceseible filc on diak uajng the agris. .
number as key; and

3) encoding of the subject string by replacing
the terms by their respective serial
numbers and the typology of NHR by their
respectlve codes for use as input to the
program [4, S).

The algorithm for generating the different
entries for the thesaurus follows almost a single
rule that "each term in the string can create
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entries (term-palres) for the thesaurus with the
mext term In the string, the procesa being carried
out from left to right of the string'' [6]. As the
program ls 'rule-based' It is rigid [n generating
the dferent entrlas for the thesgurus, in the
sense that a term can generate an entry only with
its immediately preceding and immedlately succeed-
ing terms. If a term has to generate a relation-
ship with a term which Is separated by a term
occurring in between [the sequence of the terms
belng determlned by facet analysis), then a
separate aubject string, bringing the two terms In
relationship L8 to be coded and Input to the pro-
gram.

03 Scope of the Paper

In this paper, a sct of programs for generat-
Ing thesaurus 'based on input codes' for generating
the different entries {.e. an 'input code based'
system for the manlpulation of subject strings to
generate a thesaurus in a subject field is presented.
Also the current syatem does not requlre any of
the manual work mentloned in Sec 02 above, for its
operation.

1 SYSTEM OVERVIEW

The subject structures {aubject strings)
formulated using the Postulates and Principles of
General Theory of Library Classificatlon [11],
augmented with codes denoting the typology of
relationship between the terms forming the string -
are input to a program CODER. Thia program
generates an unique eerlal number for each of the
unique terms in the strings and creates a term-code
dictionary and rewrltes the input strings as coded
strings replacing the terms by their respectlve
serial numbers. The coded subject strings are
manipulated by a program GENERATE which
generates the different term-pairs formlng entries
In the thesaurus according to codes supplied along
with the atrings. The generated entrles are sorted
and coordinate relationships between NTs to a
particular term are generated by another program
GENCORD. The output file created by thls pro-
gram ls retranslated into the natural language
using the term-code dictlonary created In the flrat
step and are sorted alphabetlcally and printed in
double column format as thesaurus by a print
program. The overall system flow chart ls glven
in Appendix-A,

2 INPUT TO THE SYSTEM
21 Formulation of subject atrings

The opat to the system (s prepared follow-
ing the epacific steps of the Postulational Approach
to Library Classlfication (2, 7, 11].

The title of the docament or the raw apecl-

fication of the reader's query ls taken as starting
point.

All the speclfic subjects dealt with in the
document/reader's query are determined and
expreseed In natural language.

Let one of the specific subjects be expressed
as "In telecommunication traffic flow in subscrider
transmission line"

By analysle, each of the specific compment
Ideas in the subject and the broader or super-
ordinate ideas or upper linkes implied by each of the
component ldeas are determined. The apparatus
words are removed and the kernal terms are
written as given below:

Telecommunlcation, Traffic characteristic,
Trafflc Flow, Transmission, Transmission
line, Subscriber line.

The kernal terms obtained are arranged in a
helpful sequence using the principles for facet
sequence of the General Theory of Library Classi-
fication [10, 11]. The string thus arrived at is
given below:

Telecommunication, Tranemission, Trana-
miasjon Line, Subscriber Line, Traffic
Characteristics, Traffic Flow,

The relationshlp between paira of terms NT
or RT and the typology of the relationship are
determined and the appropriate codes (described
in Sec 22 below} are used to augment the subject
atring for computer manlpulation. The coded
string ia given below:

80 TELECOMMUNICATION B (05-)
TRANSMISSION 30 5 B6 (13-)
TRANSMISSION LINE 83 86 87 (07-)
TRAFFIC FLOW

22 Codes used in String Manipulation

The codes used in the subject strings for
generating entries for a thesaurus are of two types,
namely,

1. those that indlcate which terms are to be
related and whether the relationships s
NT or RT; and

2. those that lndicate the typology of relation-
ship.

221 Codes for Relating Terms

1) The codes for genorating RT relationships
are:
n - Generate an RT relatlonship with

the immedlately succeeding

term using the typology of rela-

tion code, and generats a reverse
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RT relationship changing the
position of '-' in the typology of
relation code.

#o Generate an RT relationahip with
| ] the immedlately preceding term
$6 with the same 'code' taking the
7 typology of relationship code of
L] the term being manipulated and

generate a reverse RT relation-
ship changing the '-! In the
typology of relation code.

2  The codes for generating NT relationships
are:
$2 - Generate an NT relationship with

the Lmmediately succeeding term

using the typology of relation
code of the term belng manipu-
lated and generate a reverse BT
relationship changing the '-' In
the typology of relation code.

# « Generate an NT relationship with

the immediately succeeding term,

and generate a reverse BT rela-
tionship. (No typology of relation
codes are used).

A special code 84 is also provided to stop
generating any relationship between the terma
between which it ls coded.

%)  The code for generating synonymous rela-
tionship is:

! ~ Generate synonymous relation-
ship with the immedlately
succeeding term, and generate
a reverse USE relationship.

222 Code for Typology of Relationshlp

When subject representations are facet
analysed and structured into subject stringa [t
could be found that the relationshlps between ideas
forming component of subjects are of the NHR
associatlve type. It has been found helpful to
\dentify patterns of sssociation of idess, forming
compoments of subjects and categorise the rela-
tionships into a few types using sultable phrases
and also to group the concepte on the basis of these
types of relationshlps.

Several studles have been made In this
area [9). Almost 39 types of relationships have
been Identified so far [8]. In general, genus-
specles and part-whole relationehips are taken as
hierarchlical relationships and represented as NT
and BT In a thesaurus. Representation of HR
relationships could also be categorlsed to achleve
better display format and for generating RTs out
of NTs to a particular concept/term (See Sec 33),
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The following ls an extract from a table of typology
of velationships we have used:

00 Coordinate ideas 10 Action on
01 Sourcefor 13 Device used for
04 Environment of 16 Types of
07 Property of 17 Parte of
08 Process uzed 23 Uses of
Note: It would be helpful to develop the typology of

relatlonship coden for the subject of a
thesaurus based on the characteristics used
for deriving the dliferent isolates forming
components of the subject and those used to
group the dlfferent specliators for the
different lsolates concerned.

3 PROCEDURE
31 Trauslation of Input Coded Strings

The subject strings augmented with codes
for relating terms and codes {or typology of relation
are punched on to cards starting {rom column 1 to
74. Any number of cards could be given for a
sabject string, the end of the string belng denoted
by a "3 " mark. The card image of input aubject
string is glven in Appendix-B  This is read by
a program 'CODER' and a table ie built in the
memory., Each of the unique terms in the string
ls entered in the table with sequential serial
numbe ring simultaneously replacing the respective
terms in the strings by their reapective serial
numbers. As and when a term is encountered In a
string it is matched with existing term in the table
and its werial number is picked if the term is
avallable, if not the term Lo entered as the last
entry in the table, with appropriate serial number
and that serial number is replaced In the string.
The bulilt te rm-table is copied as a term code
dictionary— as a sequential file on a magnetic tape
and the coded strings are passed on as a data set
for further manipulation. An example of coded
subject strings la given below:

$0 0001 $0(05-) 0002 F1$586(13-)
0003 ¥3%7 0004 5085(07-)
0005 BIBGAT 0006 #

0001 Telecommunlcation
0002 Transmission

0003 Transmisslon lines
0004 Subscriber line

0005 Traffic characteristics
0006 Traffic flow

(05-) Functlon of -

(13.) Davlce used for-

{07-) Property of -

32 Manlpulation of coded subject string

The general rule for manlpulating the string ls
that each of the terms form a term-pair with the
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succeeding term In the string following the 'two
types of codes' ln between then. The manlpula-
tion starts from left and carried on to the right of
the atring. Once an entry is prepared the reverse
entry is generated automatically by changing the
position of the 'context term' and the 'lead term'
In HR entrles, the relationship NT is changed to
BT in reversing the entry. In RT entry the rela-
ticnshlp does not change. In the case of entrles
having the typology of relation codas, the position
of '-' {in the typology of relatlon codes) ls changed
{from prefix to suffix and vice versa as approprliate
In the case of synonym Indicated by ' /* approprlate
to the string, & SYN and USE reverse entries are
generated.

When the codes for relating terme are not
51 or §2 but fall into the group/0, 53, 85, B6, 57,
BB, etc. separate pointer-tables of these terms axe
bullt along with the typology of the relatlon code af
the succeedlng term having the same code, and
term-palre are generated uslng these pointer-tables,
A detalled description of the logic of the program
and algorithm are givea elsewhere [1].

Every tlme a term-pair or thesaurus entry
is generated It is written as a directly organised
(random) data set on disk if it is not already
written In it. Unlque coded thesaurus entries
thus generated are sequentlally written as a data
set for further manipulation. This process is done
by a program 'GENERATE',

For example {rom the coded subject string:

B0 0001 B0(05-) 0002 B28586(13-)
0003 B7 0004 $085(07-)
0005 B3687 000644

The following coded thesanrus entires are
generated:

0001 RT (05-) 0002 0002 RT (-05) 0001
0002 RT (13- 0003 0003 RT (-13) o002

0003 NT 0004 0004 BT 0003
0004 RT (07-) 0005 0005 RT (-07) 0004
0003 RT (07-) 0005 0005 RT (-07) 0003
0005 NT 0006 0006 BT 0005
0006 RT (07-) 0002 0002 RT (-07) 0006

0006 RT (07-) 0004 0004 RT (-07) 0006

Note: The coded subject representation does not
contaln '8' codes, [nfact they are trans-

lated to certain alphabetic codea for
internal lpulation by the hi

33 Generation of Coordinate Entries

The generated unique thesaurus entrles
{term-pairs) are sorted in ascending sequence 20
that serlal numbers for the same 'lead term' are
brought together, The serial numbers of the

~context terms' that are NTs to a particular 'lead

term' (having the same serial numbers In the lead
term position, having the same typology code if
any) are formed as a separate table and coordinate
RT term-palrs are generated and wrltten along
with the term-pa lre earller generated onto a tape
for further proceasing.

34 Retranslation of Coded Thasaurus Entries

The term-code dictionary created as a
sequential flle on tape is read Into the memory as
a table. The typology of relstlon code and their
corresponding descriptive phrases are read from
caxds and built in the memory as another table,
The generated coded thesaurus entries on tape ts
read, The serial number of both the lead term and
the context term are translated into the natural
language, using the term table built from the term
code dictlonary. The typology aof relation code {s
also translated Into the corresponding descriptive
phrase using the corresponding table bullt in the
memory. The tranelated entries are written onto
a tape for further processing. The process ls done
by the program 'TRANSLAT',

35 Sorting and Printing Thesaurus

The {ile of thesaurus entries ln natural
language, output of the program TRANSLAT is
sorted alphabetically using the sort program
available in the computer sayatem. It ls then
printed out in double column format with proper
indention for Lead term, relationship, typology of
relation and context term. The format of the dis-
pPlay of terma ln the thesaurus s given in Appen-
dix - C

4. FURTHER IMPROVEMENTS

It is possible to include at the retranslation
stage the number of times a partlcular term has
occurred In the bibliographic entries in a data base.
This wlll be useful in flnding out ln how many
different documents a particular term has occurred
especially in on-llne retrieval systems. This has
to be done using a word frequency count llat as
reference.

It 1s possible to keep the generated thesau-
rus as a machine readable indexed file on diak for
use In on-line Information retrieval systems,
Further work in this direction ls being carried oat
n DRTC.

5. PROGRAMS DEVELOPED

The programs developed for generation of
thesaarus as outllned in this paper are written in
ASSEMBLY and COBOL languages for IBM system/
360-370 serles computers. The programs have
been tested at the Computer Centre, UT, Madras.
A sample test data’of about 60 subject strings on
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telephony was run to gencrate a thesaurus. Tha
number of unlque termea were 145, the total sumber
of term-palra were 640. The programs were kept
in a 10ad module library and executed one after the
other. The total CPU execution time{excluding
compilation time} for 60 strings was 60 seconds.
These programs will be used to generate a few
theaauri and will be modifled In the light of the
expericnce gained to develop a software package
for thesaurus generation.
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